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Chapter 1

Introduction

The Scenario-Aware Dataflow (SADF) model is an extended Synchronous Dataflow (SDF) model, which allows to capture the dynamism in modern streaming applications by incorporating the concept of scenarios [41]. The main task of this diploma thesis is to give a framework to define the SADF specification in terms of a semantic model called interactive Markov chain (IMC). The IMC model provides a formal way to build the system in a compositional manner and to abstract the time passing by Markovian transitions. Two major adaptations are made in order to define the SADF specification in terms of IMC in our thesis: The generic discrete execution time distribution per (sub)scenario of each process in SADF is replaced by a single execution time per (sub)scenario, which is equal to the weighted mean of the execution times (discrete random variables) in the sample space of the distribution. Since the obtained execution time per (sub)scenario is a fixed (constant) value, we adapt this constant execution time to an exponentially distributed delay. The exponentially distributed delay is characterized by a rate $\lambda$, which is equal to the reciprocal of the obtained weighted mean value of execution time. Concisely, we describe the steps of rough solution as follows.

1. **Modeling.** Give each component in an SADF graph a corresponding IMC.

2. **State space generation.** Construct the whole system by using parallel composition and hiding on such resulting IMCs. Two approaches are discussed during the state space generation: in a straightforward manner or using compositional aggregation approach.

3. **Analysis of the resulting system.** In this step, we elaborate the kinds of transitions in the resulting system after state space generation and discuss the non-determinism
in the system. If inherent non-determinism is absent in our system, after stochastic branching bisimulation (reduction) we should get a IMC with only probabilistic transitions and Markovian transitions for further analysis of temporal properties. If inherent non-determinism exists, the system is much more complex.

4. Verification. Based on the resulting system with only probabilistic transitions and Markovian transitions, after we have eliminated the probabilistic transitions in the system, a CTMC is obtained. Functional properties can be verified by using $\text{ACTL}$ logic on the resulting IMC and performance (temporal) properties can be evaluated by using steady and transient analysis on the CTMC.

### 1.1 Thesis Contribution

Because of the two major adaptations mentioned above, there is no comparable results from the IMC model with the results from original semantics model Timed Probabilistic System (TPS). But we still have some new aspects in IMCs.

- We define a compositional semantics of SADF specification in terms of IMC. This compositional approach allows us to construct large IMC of an SADF graph based on the IMCs representing each component in the SADF graph.

- We allow the unbounded FIFO channels in SADF also be modeled as unbounded IMCs and implemented with $\text{CADP}$ toolset. We express the IMC semantics of kernels as a special case of detectors in SADF.

- We provide another aspect of SADF specification by using a stochastic time model, while the original one defined by TPS is a probabilistic one.

- Some functional properties in SADF specification are checked by using $\text{ACTL}$ Logic.

- For performance evaluation, we extend the IMC to a special IMC automata with accepting states. By parallel composing the IMC automata, the property like the probability of first execution time until one process's finishes its first execution can be determined.

- We discuss the problems we encountered when we were trying to apply compositional aggregation approach during the IMC state space generation of SADF.
1.2 Thesis Outline

In Chapter 2., we introduce our target model interactive Markov chains and its algebra \textsc{IML}. We will see how to construct large system based on two operators: parallel composition and hiding. Three different equivalence notions on IMCs are then defined. Since these equivalence notions are congruences w.r.t. parallel composition and hiding, an IMC can be reduced to its quotient IMC w.r.t these equivalences. Chapter 3. describes the syntax and the operational semantics based on Timed Probabilistic System (TPS) of the Scenario-Aware Dataflow model. Based on the adapted SADF model and IMC model, we represent a framework to define SADF graphs in terms of IMCs. We give each components in a SADF graph a corresponding IMC, and then to construct the whole SADF graph by using parallel composition and hiding. In Chapter 4., the implementation of the framework is presented by using the toolset CADP developed by the VASY team at INRIA Rhone-Alpes. We studied two examples of SADF models by discussing the issues encountered during the state space generation, checking the functional properties and evaluating some performance properties. In the last chapter, we summarize our work and point out some challenges in future, which may happen when inherent non-determinism is present in SADF spiflication.
Chapter 2

Interactive Markov Chains

The process algebra (PA) transformed from the theory of algebra in mathematics to computer science founds a sound and effective framework to formally model and analyze of concurrent systems. In this chapter, we will introduce a stochastic process algebra called IML and its mapping semantic model interactive Markov chain (IMC). Beyond the classical process algebras like CCS, CSP, or LOTOS, the big advantage using IMC as semantic models is the combination of classical process algebras and continuous time Markov chains. This combination allows us not only to check the functional properties of systems, but also evaluate some performance metrics. We first give an overview of the classical process algebra CCS to see how it can be used to model the interactive concurrent systems, and then we will introduce the interactive Markov chains, which extends on the essential ideas of classical process algebras. The Figure 2.1 shows the basic concept of stochastic process algebra used in modeling and analyzing [23] phases.

2.1 Classical Process Algebras

For a better understanding of the idea behind process algebra, we give a short introduction of a classical process algebra CCS. The CCS was developed by Robin Milner and he published his research on CCS in his book in 1980 [33]. Here, we assume there is a countable set \( N \) of action names and let \( \bar{N} := \{a | a \in N\} \) denote the set of co-names. A special action is called the silent or unobservable action denoted as \( \tau \). We defined the set of actions as \( \text{Act} := N \cup \bar{N} \cup \{\tau\} \) and let \( P_{id} \) be the set of process identifiers.
2.1.1 Syntax and Semantics of CCS

**Definition 2.1 Syntax of CCS** Let $\alpha \in \text{Act}, \ a, a_i \in N$ and $A \in P_{id}$. We define the set $P_{rc}$ of (concurrent) process expressions by following syntax:

\[ P ::= \text{nil} \mid \alpha.P \mid P_1 + P_2 \mid P_1 \parallel P_2 \mid \text{new} \ a \ P \mid A(a_1, \ldots, a_n) \]
The intuitive meaning of CCS constructs are listed as follows:

**Inaction**  
The symbol $\text{nil}$ describes a process that can do nothing. The process can neither interact with other processes nor perform internal actions.

**Action prefixing**  
The expression $\alpha.P$ means the process can perform a $\alpha$ action and then behaves as process $P$. The operator "$.$" between $\alpha$ and $P$ is a binary operator and called the prefix operator.

**Choice**  
The expression $P_1 \oplus P_2$ describes a non-deterministic choice between $P_1$ and $P_2$. The symbol "$\oplus$" is called the choice operator.

**Parallel composition**  
The execution of parallel composition of process $P_1$ and $P_2$ ($P_1 \parallel P_2$) can involve interleaving or synchronization (communication). The semantics of this operation depends on the next execution possibility of these two processes. In the action set of process, actions are refined into three classes. The actions $a \in A$ are interpreted as input actions and its complementary action $\bar{a} \in \bar{N}$ is called output actions. If one process can perform an $\alpha$-action and the other process can perform the complementary action $\bar{a}$ of $a$, then the parallel composition of the two processes perform an synchronization action $\tau$ based on the merge of the $a$ and $\bar{a}$.

**Restriction**  
The new $a$ declares that the action $a$ is not visible outside the process $P$.

**Process call**  
A (recursive) process definition is an defining equation system of the form

$$A_i(\bar{a}_i) = P_i \mid 1 \leq i \leq k$$

where $k \geq 1$, $\bar{a}_i = a_{i1}, \ldots, a_{in_i}$, $A_i \in P_{id}$ ($A_i = A_j$, if only if $i = j$), $a_{ij} \in N$, and $P_i \in Prc$. So the process call of $A(a_1, \ldots, a_n)$ means the process behaves as the right-hand side of the corresponding equation system with replacing the formal name parameter with $a_1, \ldots, a_n$.

The semantics of CCS is defined by using Structural Operational Semantics (SOS) developed by Gordon D. Plotkin [37, 38].
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This formal semantics of CCS provides us a way to interpret the process of CCS in terms of LTS, i.e., we can map every expression in CCS to its "equivalent" LTS.

**Definition 2.2 (Labelled transition system).** A labelled transition system is a triple \( I = (S, \text{Act}, \rightarrow) \) where

- \( S \) is a nonempty set of states,
- \( \text{Act} \) is a set of actions, and
- \( \rightarrow \subseteq S \times \text{Act} \times S \) is a set of a transition relation (sometimes also called interactive transitions).

Conventionally, we abbreviate \( (s, \alpha, s') \in \rightarrow \) as \( s \xrightarrow{\alpha} s' \). Note that an LTS does not specify any initial state(s) or a final (accepting) state in comparison with an automaton. The reason for dropping the final states is: in interactive systems, it is not important whether a sequence of actions can make the system to reach the final states but whether the system can perform the sequence of actions successfully or not [33]. Usually we also do not specify the initial state(s), and we can assume any state as initial state and get the whole image of the model.

Practically, we can also specify the initial state as \( s_0 \) and then the LTS is called a rooted LTS [26] defined as a quadruple \( L = (S, \text{Act}, \rightarrow, s_0) \).
Example 2.1 (Parallel composition of two one-place buffers). An one-place buffer and the parallel composition of two one-place buffers can be defined in CCS as:

\[
B(\text{in}, \text{out}) = \text{in} . \overline{\text{out}} . B(\text{in}, \text{out}) \\
B_\parallel(\text{in}, \text{out}) = \text{new com} \ (B(\text{in}, \text{com}) \parallel B(\text{com}, \text{out}))
\]

The corresponding (rooted) LTS to represent the parallel composition of two one-place buffers is shown in Figure 2.2.

![Figure 2.2: The (rooted) LTS representing the parallel composition of two one-place buffers](image)

2.1.2 Stochastic Process Algebra

Classical process algebras are insufficient sometimes to model the systems in real world, and the models generated by classical process algebras are more suitable for functional verification. For performance evaluation, to add time information into the modeling is needed. One way is to use special time transitions to represent the advancement of time, e.g., timed probabilistic system (TPS). Another way is use the continuous distributions (general distributions or non-negative exponential distribution) to model the time passing in the system. Further, besides the interactive transitions and the transitions to represent the time passing using in the modeling, sometimes, probabilistic transitions are involved into the semantic models (like TPS, probabilistic and Markovian transition system (PMTS) [39] and probabilistic automata in continuous time [16]) to model the stage of doing probabilistic decision. On the other hand, the particular important class of stochastic model Markov chains lacks of some functional capabilities, especially to glue the subsystems together to construct a large system. As a result, many approaches are presented to form an especially kind of process algebra: stochastic process algebra (SPA). Further, the SPA can be divides into two categories: probabilistic process algebra and stochastic process algebra.
2.2 Interactive Markov Chains (IMCs)

Holger Hermanns introduced a new stochastic semantic model called interactive Markov chains (IMCs) with its corresponding algebra IML in his book [19]. This semantic framework integrates Markov Chains and LTS in an orthogonal manner, and provides not only the possibility to check the functional correctness, but also some temporal aspects of the system. We first look at some essential ideas behind the integration of Markov Chains and LTS.

2.2.1 Essentials behind IMC

The advantages of Exponential distribution. There are many kinds of distribution functions used for modeling the stochastic systems. But the more precisely the distribution is used the more complex the model will be during generation and analysis. One distribution (function) receives more attention than the others is called exponential distribution. The reason is that exponential distribution is the only continuous distribution function which fulfills the memoryless property and allows us relatively simple to construct the model and analyze the model systemically [25]. This memoryless nature of time in the Markovian approach makes it possible to avoid the explicit representation of time passage in system specifications [9].

Definition 2.3 (Distribution Function). The distribution function \( F_X \) of a random variable \( X \) is defined to be the function

\[
F_X(x) = P(r(X \leq x))
\]

If the random variable \( X \) is continuous, then we have

\[
F_X(x) = \int_0^x f(t)\,dt
\]

where \( f(x) \), the derivative of \( F_X(x) \), is called the probability density function for the random variable \( X \).

Definition 2.4 (Exponential distribution) The distribution and density functions of ex-
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Exponential distributions are given by following relations:

\[
F_X(x) = P r(X \leq x) = 1 - e^{-\lambda x} \quad (x \geq 0)
\]

\[
f_X(x) = \frac{d}{dx} F_X(x) = \lambda \cdot e^{-\lambda x}
\]

\[
E[X] = \int_0^\infty t \cdot f_X(t) dt = \frac{1}{\lambda}
\]

The memoryless property holds for the exponential distribution is expressed by the following equation:

\[
f_X(x + y \mid x \geq y) = f_X(x)
\]

Separation of delays and actions. When both interaction and delay (governed by an exponential distribution) information are include in one action in the Markovian process algebras (with the transition form \((a, \lambda)\)), the issue reveals when we need to know the time consumption in case of interaction \[27\]. The delay of synchronization between action \((a, \lambda)\) and \((a, \mu)\) is no longer exponentially distributed. A natural solution here in IMC is to separate the interaction and delay information in actions in order to let the synchronizations happen only via immediate actions. The semantics of action prefixing operator in the classic process algebras will only extended to the case of delay actions (cf. Section \[2.2.2\]).

Exponential distributions and process algebra. To integrate the exponential distributions into process algebra is feasible, since the exponential distributions and interleaving semantics in process algebra fit well together \[27\]. In classic process algebras, the parallel composition operator “\(\parallel\)” can be reduced by using choice operator “\(+\)” and prefix operator “\(\cdot\)” according to the expansion law. Assume \(a, b \in Act\) and \(P, Q \in Prc\), then according to expansion law we have:

\[
a.P \parallel b.Q = a.(P \parallel b.Q) + b.(a.P \parallel Q).
\]

Now, the problem is how the situation changes when we replace these normal actions with the delay actions, and is the expansion law still valid? We demonstrate with a simple example: \(\lambda.P \parallel \mu.Q\). Here, \(\lambda.P\) means the process with behavior like \(P\) after an exponential delay with mean \(1/\lambda\) time units, and \(\mu.Q\) analogously. Let \(U\) be the random variable before process \(Q\) can start, then obviously \(U\) is exponentially distributed with rate \(\mu\), and assume the delay of the process \(\lambda.P\) finishes earlier than \(\mu.Q\) after \(y\) time units. Then, the probability that the process \(Q\) has to delay for at most another \(x\) time units is

\[
Pr[U \leq y + x \mid U > y].
\]
Since the exponential distribution is the only continuous distribution function which fulfills the memoryless property, we have
\[ \Pr[U \leq y + x \mid U > y] = \Pr[U \leq x]. \]

This equation tells us the remaining duration (residual sojourn time) until the initial delay of process \( \mu.Q \) is independent of how the other process (i.e., the process \( \lambda.P \)) behaves. The advance of time governed by memoryless distribution is independent \([27]\). Analogously, for the delay of \( \lambda.P \) first finishes its execution has also no impact on the remaining finishing time of process \( \mu.Q \). The conclusion is the expansion law holds also for the parallel composition of Markovian transitions (this property is illustrated in Figure 4.13(a)). But for general distribution, the law is generally invalid \([27]\).

Internal actions and hiding. From the view point of an observer outside the system, all the communications (synchronization) in the system should be invisible. The only possibility to interact with the system is only the interfaces provided by the system to communicate with outside, and the inside of the system should be seen as a “black box”. As a result, if we want to investigate the execution of system only from an observer’s point of view, we need to specify the actions happened inside the system into internal actions. On the other hand, the synchronization should cost no time, it finishes immediately. This assumption is achieved by hiding these actions in process algebra using a specific operator (this operator turns the transitions labelled with specified actions into \( \tau \)-transitions). In IMC, the interactive transitions that can not be delayed by the synchronization with other actions should be turned into \( \tau \)-transition.

Maximal progress assumption. The transitions for synchronization (synchronization between subsystems inside the system) cost no time, while the probability of Markovian transitions to finish immediately is \( 1 - e^{-\lambda \cdot 0} = 0 \). Therefore, the assumption known as maximal progress is made on the IMCs, which says if both internal transition (\( \tau \)-transition) and Markovian transition can emanated from one state, the Markovian transition is simply blocked, since it can not finish immediately.

### 2.2.2 Algebra of Interactive Markov Chains – IML

In this section we introduce the algebra IML of IMC \([15]\). The syntactic descriptions of IMC is a set of expressions (language) called IML. To define the language IML, we assume \( V \) denotes a countable set of variables expressing repetitive behavior, the set \( \text{Act} \) denotes a set of actions including a distinguished internal actions \( \tau \). Traditionally, we use \( \lambda, \mu, \ldots \) to range over \( \mathbb{R}^+ \) (the set of nonnegative reals), and \( a, b, \ldots \) for elements of \( \text{Act} \).
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Definition 2.5 (The language IML of IMC) Let $\lambda, a \in \mathbb{R}^+, a \in \text{Act}$ and $X \in \mathcal{V}$, the language IML is defined as the set of expressions by following syntax:

$$
E ::= 0 \mid a.E \mid (\lambda).E \mid E + E \mid X \mid X := E \mid \bot
$$

The intuitive meaning of constructs in the expressions in IML are listed as follows:

Inaction (0) The terminal symbol 0 describes a *terminated* behavior. Neither engagement in any interaction nor to perform internal actions are possible.

Action prefixing ($a.E$) The expression $a.E$ can perform an interaction on action $a$ and then behaves as expression $E$. The operator “$.$” between $a$ and $E$ is a binary operator and called the *prefix* operator.

Delay prefixing ($\lambda.E$) The expression $\lambda.E$ describes a behavior that will behaves as expression $E$ after a delay governed by an exponential distributions with a mean duration of $1/\lambda$ time units.

Choice ($E + F$) The expression $E + F$ describes a non-deterministic or probabilistic choice (if $E$ and $F$ are delay prefixed) between expressions $E$ and $F$. The symbol “$+$” is called the *choice* operator.

Recursion ($x := E$) The expression $x := E$ describes a recursively defined behavior: if the variable $X$ appears somewhere inside the expression $E$, and during the evolution of the expression, whenever we encounter the variable $X$, we reinitialise its behavior to $x := E$.

Ill-defined behavior ($\bot$) The symbol $\bot$ represents an ill-defined behavior.

Example 2.2 An example of an IML expression and its equivalent IMC are

$$
E_1 ::= a.(\lambda).b.(\mu).0
$$

To map the complete language IML onto IMCs in a compositional manner, the semantic of each expression of IML is again defined by means of SOS.
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Table 2.1: Operational semantic rules of IML

\[
\begin{align*}
\text{a. } & E \xrightarrow{a} E \\
\text{E } & \xrightarrow{a} E' \\
\text{E + F } & \xrightarrow{a} E' \\
\text{F } & \xrightarrow{a} F' \\
\text{E\{x := E / X\} } & \xrightarrow{a} E'
\end{align*}
\]

\[
\begin{align*}
\text{(\lambda). } & E \xrightarrow{\lambda} E \\
\text{E } & \xrightarrow{\lambda} E' \\
\text{E + F } & \xrightarrow{\lambda} E' \\
\text{F } & \xrightarrow{\lambda} F' \\
\text{E\{x := E / X\} } & \xrightarrow{\lambda} E'
\end{align*}
\]

Definition 2.6 The action transition relation \( \rightarrow \subseteq \text{IML} \times \text{Act} \times \text{IML} \) is the least relation and the Markovian transition relation \( \Longrightarrow \subseteq \text{IML} \times \mathbb{R}^+ \times \text{IML} \) is the least multi-relation given by the SOS rules above, where \( E\{F \mathbin{/} X\} \) denotes simultaneous substitution of each occurrence of variable \( X \) inside expression \( E \) by expression \( F \).

Definition 2.7 (Closed and open expressions of IML). A variable \( X \) occurs free w.r.t. an expression \( E \) if it occurs inside \( E \) outside the scope of any binding \( X::=\ldots \). Let \( V(E) = \emptyset \) denote the set of variables that occur free in an expression \( E \). If \( V(E) = \emptyset \), then we say the expression \( E \) is closed, otherwise it is open.

Definition 2.8 The set of well-defined expressions \( \text{IML}_\downarrow \) is the smallest subset of \( \text{IML} \) such that

- \( V \subseteq \text{IML}_\downarrow \) and \( 0 \in \text{IML}_\downarrow \),
- if \( E \in \text{IML} \), then \( a.E \in \text{IML}_\downarrow \) and \( (\lambda).E \in \text{IML}_\downarrow \),
- if \( E \in \text{IML} \) and \( E \in \text{IML}_\downarrow \), then \( E + F \in \text{IML}_\downarrow \),
- if \( E\{x := E \mathbin{/} X\} \in \text{IML}_\downarrow \), then \( x::= E \in \text{IML}_\downarrow \).

The complementary set containing all ill-defined expressions will be denoted \( \text{IML}_\uparrow \).
Interactive Markov Chains

The same as the mapping relation from CCS to LTS, the expressions IML can also map to the semantic model IMC which is an extension of (rooted) LTS.

**Definition 2.9 (Interactive Markov chain).** An interactive Markov chain is a tuple $\mathcal{I} = (S, Act, \xrightarrow{\alpha}, \xrightarrow{\lambda}, s_0)$ where

- $S$ is a nonempty set of states with initial state $s_0 \in S$,
- $Act$ is a set of actions,
- $\xrightarrow{\alpha} \subseteq S \times Act \times S$ is a set of interactive transitions, and
- $\xrightarrow{\lambda} \subseteq S \times \mathbb{R}^+ \times S$ is a set of Markovian transitions.

We write $s \xrightarrow{\alpha} s'$, if $(s, \alpha, s') \in \xrightarrow{\alpha}$ and $s \xrightarrow{\lambda} s'$, if $(s, \lambda, s') \in \xrightarrow{\lambda}$. The states in an IMC are divided into three categories. Let $IT(s) = \{s \xrightarrow{\alpha} s'\}$ denotes the set of interactive transitions that leave $s$, and $MT(s) = \{s \xrightarrow{\lambda} s'\}$ denotes the set of Markovian transitions that leave $s$. Then, we say a state $s$ is a

- **Markovian state**, iff $IT(s) = \emptyset$ and $MT(s) \neq \emptyset$;
- **interactive state**, iff $MT(s) = \emptyset$ and $IT(s) \neq \emptyset$;
- **hybrid state**, iff $MT(s) \neq \emptyset$ and $IT(s) \neq \emptyset$;
- **deadlock state**, iff $MT(s) = \emptyset$ and $IT(s) = \emptyset$.

The set of Markovian states is denoted as $MS \subseteq S$, and the set of interactive states is denoted as $IS \subseteq S$ in the IMC $\mathcal{I}$. Obviously, an LTS is an IMC with all states in it are interactive, i.e., $MT(s) = \emptyset$ for all state $s$. A CTMC is an IMC with all states in it are Markovian, i.e., $IT(s) = \emptyset$ for all state $s$. Therefore, IMC is the superset of both CTMC and LTS.

The semantics of a Markovian transition in an IMC is described as follows: a Markovian transition $s \xrightarrow{\lambda} s'$ means the probability to move from state $s$ to $s'$ in $d$ time units is
Chapter 2. Interactive Markov Chains

\[ 1 - e^{-\lambda d}, \] where \( \lambda \) is called the rate of the Markovian transition. We denote \( R(s, s') = \sum \{ \lambda \mid s \xrightarrow{\lambda} s' \} \) as the rate to move from state \( s \) to state \( s' \), if \( s \in MS \). If there exists more than one state \( s' \), such that \( R(s, s') > 0 \), then these successor states of \( s \) will compete for the successful transition from \( s \). This competition between the successor states of \( s \) is known as race condition. Let \( E(s) = \sum_{s' \in S} R(s, s') \) be the exit rate of state \( s \). Then the probability that for the particular state \( s' \) to win the competition within \( d \) time units is given by:

\[
\frac{R(s, s')}{E(s)} \cdot (1 - e^{-E(s)d}).
\]

**Example 2.3** An example of race condition in an IMC is shown in Figure 2.3.

\[
\begin{aligned}
R(q_0, q_1) &= 0.1 \\
R(q_0, q_2) &= 0.2 \\
R(q_0, q_3) &= 0.3 \\
E(q_0) &= 0.1 + 0.2 + 0.3 = 0.6 \\
P(q_0, q_1) &= \frac{R(q_0, q_1)}{E(q_0)} = \frac{1}{6} \\
P(q_0, q_2) &= \frac{R(q_0, q_2)}{E(q_0)} = \frac{1}{3} \\
P(q_0, q_3) &= \frac{R(q_0, q_3)}{E(q_0)} = \frac{1}{2}
\end{aligned}
\]

The probabilities to move from state \( q_0 \) to its successor states within \( z \in \mathbb{R}_{\geq 0} \) time units:

\[
\begin{aligned}
P'(q_0, q_1) &= \frac{1}{6} \cdot (1 - e^{-0.6 z}) \\
P'(q_0, q_2) &= \frac{1}{3} \cdot (1 - e^{-0.6 z}) \\
P'(q_0, q_3) &= \frac{1}{2} \cdot (1 - e^{-0.6 z})
\end{aligned}
\]

**Figure 2.3:** A race condition in an IMC

As aforementioned, if an interactive transition can not be delayed by any synchronization caused by other actions, it can be turned into \( \tau \)-transitions. Since these \( \tau \)-transitions can be made instantaneously, whereas the probability for any Markovian transition to be made in zero time unit is zero, the maximal progress assumption is defined in IMC as follows.

**Definition 2.10 (Maximal progress).** In any IMC, internal interactive transitions (\( \tau \)-transitions) take precedence over Markovian transitions \[20\].

**Definition 2.11 (Parallel composition).** Let \( \mathcal{I}_1 = (S_1, Act_1, \rightarrow_1, 1, s_{0,1}) \) and \( \mathcal{I}_2 = (S_2, Act_2, \rightarrow_2, 2, s_{0,2}) \) be two IMCs. The parallel composition of \( \mathcal{I}_1 \) and \( \mathcal{I}_2 \) w.r.t. an action set \( A \) is defined by:

\[
\mathcal{I}_1 \parallel_A \mathcal{I}_2 = (S_1 \times S_2, Act_1 \cup Act_2, \rightarrow, \rightarrow, (s_{0,1}, s_{0,2})
\]

where \( \rightarrow \) and \( \rightarrow \) are defined as the smallest relations satisfying

\[ ^3 \text{The same word rate is used in SADF specification later, but with different meanings.} \]
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1. $s_1 \xrightarrow{\alpha} s'_1$ and $s_2 \xrightarrow{\alpha} s'_2$ and $\alpha \in A, \alpha \neq \tau$ implies $(s_1, s_2) \xrightarrow{\alpha} (s'_1, s'_2)$

2. $s_1 \xrightarrow{\alpha} s'_1$ and $\alpha \notin A$ implies $(s_1, s_2) \xrightarrow{\alpha} (s'_1, s_2)$ for any $s_2 \in S_2$

3. $s_2 \xrightarrow{\alpha} s'_2$ and $\alpha \notin A$ implies $(s_1, s_2) \xrightarrow{\alpha} (s'_1, s'_2)$ for any $s_1 \in S_1$

4. $s_1 \xrightarrow{\lambda} s'_1$ implies $(s_1, s_2) \xrightarrow{\lambda} (s'_1, s_2)$ for any $s_2 \in S_2$

5. $s_2 \xrightarrow{\lambda} s'_2$ implies $(s_1, s_2) \xrightarrow{\lambda} (s'_1, s'_2)$ for any $s_1 \in S_1$

The rule of parallel composition of IMCs follows the (forced-to-synchronize) manner used in TCSP [21]. This forced manner only has effect on the interactive action synchronization (since the total separation of interaction and delay actions) between the two IMCs ($I_1$ and $I_2$), i.e., the action in the synchronization set $A$ (excluding the $\tau$-action) must performed by both IMCs simultaneously. This also means, if somewhere one IMC can only perform actions in the set $A$, it must wait for another IMC to reach the state where these actions in set $A$ can be synchronized. If the actions are not in the set $A$, then IMC $I_1$ and $I_2$ can perform the actions either $I_1$ or $I_2$ can perform. To treat the delay actions in the parallel composition, the last two rules indicate that the IMCs can delay independently due to the memoryless property of exponential distributions (cf. Section 2.2.1). The residual sojourn time of one process is (again) exponentially distributed with its original rate after another process finishes before it.

**Definition 2.12 (Hiding).** The hiding of IMC $I = (S, Act, \rightarrow, \Longrightarrow, s_0)$ w.r.t. the set $H$ of actions is the IMC $I \setminus H = (S, Act \setminus H, \rightarrow', \Longrightarrow', s_0)$ where $\rightarrow'$ is the smallest relation defined by:

1. $s \xrightarrow{\alpha} s'$ and $\alpha \notin H$ implies $s \xrightarrow{\alpha} s'$, and

2. $s \xrightarrow{\alpha} s'$ and $\alpha \in H$ implies $s \xrightarrow{\tau} s'$.

The effect of applying Hiding on an IMC is to turn the transitions labelled by the actions in the set $H$ into $\tau$-transitions. Together with maximal progress assumption, the semantics of original IMC will be changed. Since the internal interactive transitions ($\tau$-transitions) happen before the Markovian transitions, the Markovian transitions which compete with internal interactive transitions from the states are simply blocked.
2.3 The Equivalence Notions on IMC

In this section, we will introduce three major equivalence notions on IMC, i.e., strong bisimulation, weak bisimulation, and stochastic branching bisimulation. These equivalences are adapted from the equivalence notions in classical process algebra, and because of the presence of Markovian transitions in IMC, the lumpability defined on the Markov chains is also transformed into the case of IMC.

Before we define these notions on IMC, we start with some definitions. For set \( C \subseteq S \) and state \( s \), let \( R(s, C) = \sum_{s' \in C} R(s, s') \), let \( s \xrightarrow{\tau} \) be a boolean, which is evaluated true iff \( s \) has no outgoing \( \tau \)-transitions. For state \( s \), action \( \alpha \) and \( C \subseteq S \), let \( T(s, \alpha, C) = 1 \) iff \( \{ s' \in C \mid s \xrightarrow{\alpha} s' \} \) is non-empty, and let \( W(s, \alpha, C) = 1 \) iff \( \{ s' \in C \mid s \xrightarrow{\tau^* \alpha \tau^*} s' \} \) is non-empty.

2.3.1 Strong Bisimulation

**Definition 2.13** (Strong bisimulation). Let an IMC \( \mathcal{I} = (S, \text{Act}, \rightarrow, \longrightarrow, s_0) \). An equivalence relation \( R \subseteq S \times S \) is a strong bisimulation on \( \mathcal{I} \) if for any \((s, t) \in R \) and equivalence class \( C \in S / R \) the following holds:

1. for any \( \alpha \in \text{Act} \), \( T(s, \alpha, C) = T(t, \alpha, C) \), and
2. \( s \xrightarrow{\tau} \) implies \( R(s, C) = R(t, C) \).

States \( s \) and \( s' \) are called strongly bisimilar, written \( s \sim s' \), if there exists a strong bisimulation \( R \) such that \((s, s') \in R \).

Strong bisimulation makes sure that the strongly bisimilar states, say \( s \) and \( t \), must have the same potential to perform every possible interactive actions and additionally the cumulative rate \( R(s, C) = R(t, C) \). The cumulative rate equality can be matched with the definition of lumpability from Markov chain [11].

2.3.2 Weak bisimulation

Usually the strong bisimulation equivalence is to fine to distinguish the systems, especially in some abstraction when we need to treat some components in the system
as “black boxes” and from the observer’s point of view, these internal transitions in the “black boxes” should be hidden, i.e., the observer can not distinguish several $\tau$-transitions (denoted as $\tau^s$) or a single one $\tau$ (they are in some sense “equivalent” to the observer). Conventionally these hidden internal transitions are turned into the transitions which are specially with $\tau$ labelled. Therefore, these $\tau$-transitions play a special role in IMCs [20]. But for Markovian transitions, the probabilistic distribution of a sequence of exponential distributions is not again an exponential distribution but constitutes a phase-type distribution [20], this observation can not be applied to the Markovian transitions. The $\tau^s$ and $\tau$ are treat as equal in interactive processes is not applicable here. The solution here is to force that the Markovian transitions in IMCs have to be mimicked in the strong sense (defined in the strong bisimulation equivalence).

**Definition 2.14 (Weak bisimulation).** Let an IMC $I = (S, Act, \rightarrow, \rightarrow\rightarrow, s_0)$. An equivalence relation $R \subseteq S \times S$ is a weak bisimulation on $I$ if for any $(s, t) \in R$ and equivalence class $C = S/R$ the following holds:

1. for any $\alpha \in Act$, $W(s, \alpha, C) = W(t, \alpha, C)$, and
2. $s \xrightarrow{\tau^s} s'$ and $s' \xrightarrow{\tau} t'$ implies $t \xrightarrow{\tau^s} t'$ and $t' \xrightarrow{\tau} R(s', C) = R(t', C)$, for some $t' \in S$.

States $s$ and $s'$ are called weakly bisimilar, written $s \approx s'$, if there exists a weak bisimulation $R$ such that $(s, s') \in R$.

Two IMCs $\mathcal{I}_1$ with state space $S_1$, $\mathcal{I}_2$ with state space $S_2$, and $S_1 \cap S_2 = \emptyset$ are said to be strongly (weakly) bisimilar, denoted $\mathcal{I}_1 \sim (\approx) \mathcal{I}_2$, if there exists a strong (weak) bisimulation $R$ on $S_1 \cup S_2$ such that $(s_{0,1}, s_{0,2}) \in R$.

### 2.3.3 Stochastic Branching Bisimulation

From the definitions of strong bisimulation and weak bisimulation, one problem reveals when we want to test equivalences on IMCs. The equivalence of strong bisimulation is to fine, but the weak bisimulation is too coarse. Consider the following two IMCs (LTSs) showing in Figure 2.4. The two IMCs are not strongly bisimilar but weakly bisimilar. But if we observe them more carefully, they are slightly different. The right IMC $\mathcal{I}_2$ can
move by the transition $b$ into the class $\bigcirc$ without passing through the class $\square$. In contrast to $I_2$, in the left IMC $I_1$, every state in class $\bigcirc$ to the class $\square$ is forced to pass the class $\square$. As a result, for the right IMC $I_1$, the decision of which $b$ to take will affect the later possibility of execution (i.e., can perform an $a$-action or not), but for the left one, both $b$-transitions will lead to the state, which can make either $a$-transition or $\tau$-transition. As the example shows, we need a finer equivalence relation to to take the distinction into account.

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{example.png}
\caption{The difference between weak and branching bisimulation [19]}
\end{figure}

**Definition 2.15 (Stochastic branching bisimulation).** Let an IMC $I = (S, Act, \rightarrow, \xrightarrow{\tau}, s_0)$, and equivalence relation $R \subseteq S \times S$ is a stochastic branching bisimulation on $I$ if for any $(s, t) \in R$ and equivalence class $C \in S / R$, the following holds:

1. $s \xrightarrow{a} s'$ implies \\
\begin{align*}
\exists \odot, t' \in S : t \xrightarrow{\tau} \odot \xrightarrow{a} t' \land (s, \odot) \in R \land (s', t') \in R,
\end{align*}

and

2. $s \xrightarrow{\tau}$ implies $t \xrightarrow{\tau} t' \xrightarrow{\tau} : R(s, C) = R(t', C)$ for some $t' \in S$.

States $s$ and $s'$ are called stochastic branching bisimilar, written $s \approx_{br} s'$, if there exists a stochastic branching bisimulation $R$ such that $(s, s') \in R$. 
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The basic idea of branching bisimulation is: if a step $P \xrightarrow{a} P'$ is simulated by $Q \xrightarrow{a} Q'$, all states reached by the $r$-transitions after the $a$-transition should be the same class of $Q'$. And the Markovian transitions have to be mimicked in the strong sense as usual.

Two IMCs $I_1$ with state space $S_1$, $I_2$ with state space $S_2$, and $S_1 \cap S_2 = \emptyset$ are said to be stochastic branching bisimilar, denoted $I_1 \approx_{br} I_2$, if there exists a stochastic branching bisimulation $R$ on $S_1 \cup S_2$ such that $(s_{0,1}, s_{0,2}) \in R$.

The following lemma expresses the interrelation between these three equivalence relations:

**Lemma 2.1** $\sim \subset \approx_{br} \subset \approx$

With the help of these equivalence relations defined on IMC, we can reduce the state space of the given IMC by partition the states into certain classes according to these equivalence relations, in other words, we can always obtain an “equivalent” IMC when the original IMC modulo the bisimulation equivalences. For equivalence relation $R$, on state space $S$ and $s \in S$, let $[s]_R$ denote the equivalence class of $s$ under $R$, and let $S/R = \{ [s]_R \mid s \in S \}$ denote the quotient space of $S$ under $R$.

**Theorem 2.1** $\sim$, $\approx$, $\approx_{br}$ are congruences w.r.t. parallel composition and hiding $[19]$, i.e.,

$\begin{align*}
I_1 \approx I_2 & \implies I_1 \parallel_A I_3 \approx I_2 \parallel_A I_3 \\
I_1 \approx_{br} I_2 & \implies I_3 \parallel_A I_1 \approx I_3 \parallel_A I_2 \\
I_1 \approx_{br} I_2 & \implies I_1 / H \approx I_2 / H
\end{align*}$

**Definition 2.16 (Quotient IMC).** Let $I = (S, Act, \rightarrow, \rightarrow, s_0)$ be an IMC and $R$ a strong bisimulation on $S$. The quotient IMC $I / R = (S/R, Act, \rightarrow', \rightarrow', [s_0]_R)$ where $\rightarrow'$ and $\rightarrow'$ are the smallest relations satisfying:
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1. \( s \xrightarrow{\alpha} s' \) implies \([s]_R \xrightarrow{\alpha} [s']_R\), and
2. \( s \xrightarrow{\lambda} s' \) implies \([s]_R \xrightarrow{R(s,[s]_R)} [s']_R\).

The definition tells us for any IMC \( \mathcal{I} \) and strong bisimulation it holds that \( \mathcal{I} \sim \mathcal{I}/R \). This is also true when we replace \( \sim \) with \( \approx \) or \( \approx_{br} \). The algorithms to compute the quotient IMC according to strong, weak, or stochastic branching bisimulation in the CADP toolset is described in [22].

In [28], it is proven that bisimulation minimization facilitates the speed of performance evaluation. Now, if we compute the quotient IMC of a given IMC and use this quotient IMC instead in our analysis, we can also benefit from this approach. The problem here is only the algorithm to compute the quotient IMC is not on-the-fly [20]. We need first to generate the whole state space of the IMC and then compute its quotient IMC. If the direct generation of state space of the IMC fails, i.e., the state space of the IMC is too large to generate, then we will not benefit from this approach. However we know that an IMC may consist of parallel compositions of several IMCs and the bisimulation equivalence is a congruence w.r.t parallel composition, these two properties of IMC implies the divide and conquer algorithm in the IMC state space generation phase may be efficient to solve the state explosion problem and avoid unmanageable state space. Let \( \hat{\mathcal{I}} \) denote the quotient IMC \( \mathcal{I} \) w.r.t certain bisimulation equivalence (i.e strong bisimulation, weak bisimulation, or stochastic branching bisimulation), then we have \( \hat{\mathcal{I}} \sim (\approx, \approx_{br}) \mathcal{I} \). Assume the IMC we want to analyze has the following form:

\[
\mathcal{I} = \mathcal{I}_1 \parallel \mathcal{I}_1 \parallel \mathcal{I}_2 \parallel \cdots \parallel \mathcal{I}_{N-1} \parallel \mathcal{I}_N.
\]

Here we assume the size of \( \mathcal{I} \) is too large to generate and hence get the \( \hat{\mathcal{I}} \) direct from \( \mathcal{I} \) is not possible. However, the each component \((\mathcal{I}_i, i = 1 \cdots N)\) in \( \mathcal{I} \) is of a tractable size. Then we can first get every \( \hat{\mathcal{I}}_i \) from \( \mathcal{I}_i \), and further we have \( \mathcal{I}_i \sim (\approx, \approx_{br}) \hat{\mathcal{I}}_i \) for \( 0 < i \leq N \). As a result, if we construct the \( \hat{\mathcal{I}} \) by parallel composition of these quotient IMCs, we have:

\[
\mathcal{I}_1 \parallel \mathcal{I}_2 \parallel \cdots \parallel \mathcal{I}_{N-1} \parallel \mathcal{I}_N \sim \hat{\mathcal{I}}_1 \parallel \hat{\mathcal{I}}_2 \parallel \cdots \parallel \hat{\mathcal{I}}_{N-1} \parallel \hat{\mathcal{I}}_N \approx_{br}
\]

Compositional aggregation approach. If we extend this property on IMC a bit more, we will find the essential idea behind the well known compositional aggregation approach.
Now, we do not restrict to every IMC which is parallel composed with other IMC but on every IMC generated by parallel composition. For a more compact generation size, we now do bisimulation minimization on the IMCs each time we get the intermediate IMCs from parallel composition and then adopt this minimized IMC for later parallel composition with the remaining IMCs until we get the end minimize IMC. Using this approach, it directly follows that:

\[ \mathcal{I}_1 \parallel A_1 \mathcal{I}_2 \parallel A_2 \mathcal{I}_3 \parallel A_3 \cdots \parallel A_{N-1} \mathcal{I}_N \approx_\text{br} \mathcal{\hat{I}}_1 \parallel A_1 \mathcal{\hat{I}}_2 \parallel A_2 \mathcal{\hat{I}}_3 \parallel A_3 \cdots \parallel A_{N-1} \mathcal{\hat{I}}_N \]

Note that during applying the compositional aggregation approach, the parallel composition ordering has now a significant impact on the maximal size of intermediate IMCs. This problems will be discussed in [15], and some restrictions of this approach will be discussed later in the following chapters.

### 2.3.4 Analysis of IMC

For analysis, we always consider the *closed* IMCs, which are the resulting IMCs after composition and not subject to any further synchronization [46]. In these closed IMCs, we can hide all remaining external actions safely. If we are lucky, there is no non-determinism in the resulting closed IMC (or non-determinism can be resolved by bisimulation equivalence), and after applying weak or branching bisimulation on the IMC, we should get a CTMC. The traditional analysis approaches like transient and steady analysis or the CSL model checking can be used on this CTMC.

If the non-determinism is present in the generated IMC after reduction, the analysis depends on a specific resolution of the non-determinism by using policy (also called scheduler) in the IMC. The barrier of analysis on IMCs with presence of non-determinism is overcome by the approach described in [46], and the analysis tool is already implemented by Software Modeling and Verification (MOVES) Group of RWTH Aachen University [4].

Some case studies by using IMC as semantic model are summarized in [20].
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Scenario-Aware Dataflow (SADF)

3.1 Introduction

In [31] A.Lee and D.Messerschmitt introduced a special data flow paradigm called Synchronous Dataflow (SDF), which are used to describing DSP applications. SDFs are represented as directed graphs which consist of nodes and arcs, where the directed graph describes the algorithm, nodes represent functions, and arcs represent data paths. In SDF, different sample rates in the same system can be easier handled by specify the number of data samples produced or consumed by each node on each invocation[31].

But one handicap exists in SDF: the expressiveness of traditional SDF is limited, since the SDF model can only describe the streaming applications that are static [42], and SDF lacks of means to express the dynamism in the applications. In [42], Bart.D. Theelen et al introduced a new dataflow model which allows dynamism to be modeled by using (sub)scenarios. The benefit of introducing dynamism into the modeling is that we can obtain more realistic (and accurate) performance analysis than traditional design-time analyzable dataflow models. We first introduce some terminologies in SADF specification and then elaborate the syntax and semantics of SADF specification.
3.1.1 Scenario-Aware Data Flow (SADF)

Terminology

Roughly speaking, an SADF graph consists of four kinds of components, i.e., kernels, detectors, and data channels and control channels. We first introduce some definitions used in the SADF specification.

**Processes**

The basic functional units of SADF are processes. Two types processes are distinguished: Kernels and Detectors. Both of them are presented in the SADF graph as circles. In [42], the detectors are represented as dashed line circles and the kernels are represented as solid line circles. In our paper, we use the green circles to represent the detectors and the blue circles to represent the kernels.

**Kernels**

Kernel is similar as the node in SDF model and represents the data processing part in a streaming application. We can think kernel as a worker. This worker will finish certain tasks based on his working scenarios (contexts). To finish his work, he must first receive an order from each of his supervisor(s) (managers, later as detector), based on these orders, he can decide his working scenario and wait some other workers for resource from his supply lines (later as data channels). If all these conditions are fulfilled, he starts to work. After he has finished his work, the required resources are consumed, and the produced resources are available for other workers.

**Detectors**

Detectors represents the control part of the streaming application. Detectors detect the scenarios for the kernels it connects. We can think detector as a supervisor (manager) who manages a certain number of workers (may even be managers for other workers). The manager can decide the kind of tasks for the workers by sending the orders to the workers he manages. But the manager may not make the decision arbitrarily. The kinds of order are decided by certain function (later, a embedded Markov chain in the detector), and the time to send order may depends also on the working progress of certain workers (kernels or detectors).

**Token**

A Token represents a unit of information can be processed or produced by a process. The tokens are transferred and stored in channels. We can image tokens as resources for management or produc-
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tion on a assemble line. There are two kinds of tokens: data tokens and scenario tokens.

Channels
The processes are connected by channels, which are represented in SADF graph as edges (arcs). The channels represent the (unbounded) FIFO buffers to store the exchanging information for the processes at both sides. We can image the channels as assemble (supply) lines which connect the workers and managers. Two kinds of channels are distinguished, data channels and control channels. In the SADF graph, control channels are represented as dashed line edges, whereas the data channels are represented as solid line edges.

Ports
Processes are connected by data/control channels through corresponding ports. We can image that the processes use their ports to connect the entrances or exits of the assemble lines. Three types of ports defined: (data) input ports, control (input) ports, output ports. The output ports of a detector are connected with data channels or control channels, whereas the output ports of a kernel are always connected with data channels. The input port of processes are always connected with data channels, and the control port of a process are always connected with control channels.

Data Channels
A kernel's output port is always connected with a data channels. In other words, kernels always produce non-valued data tokens into the data channels, and these data tokens may be consumed by kernels or detectors. We can image the data channels as assemble lines, which only carries one kind of resources for production. Only the amount of resource is important.

Control Channels
The control channels carries the order information for the workers from their managers, hence the tokens in the control channels are valued, which indicate different orders.

(Sub)scenarios
Scenarios play a center role in SADF and express the dynamism in SADF specification. Scenarios are the abstraction of the operation modes of components in SADF. Scenarios can be seen as orders from managers. Kernels bear only one scenario set, while detectors always have scenario set and subscenario set. The detector always operates in subscenarios, which are decided based on the value of current scenarios from his managers.

Rate
The rates indicate the token consumption/production quantities of a process from/to the channels it connects after its firing. The rates
are parameterized and depends on the current (sub)scenario, in which the process is operating. In the SADF, the rates of determined by predefined function.

Like SDF models, the SADF models can also be represented as direct graphs (cf. Figure 3.1). But only direct graph is insufficient for the sake of describing dynamism. Three additional techniques are needed. In SDF, the number of consumption or production samples (rates) of each node is specified \textit{a priori}. The SADF follows that way but extends to (sub)scenarios. A function $R$ is defined to determine the production/consumption rates of a processes associated with (sub)scenarios. Different firing times of a process in one (sub)scenario are determined by a generic discrete execution time distribution. A Markov chain embedded in the detector is used to specify probability of scenario occurrences. We give the abstract syntax of an SADF graph as follows.

### 3.2 Formal Definition of SADF

For a given SADF graph $\mathcal{G}$, following sets and functions are defined [41]:

- $\mathcal{K}, \mathcal{D}, \mathcal{P}$ denote the finite set of kernels and detectors and processes in $\mathcal{G}$ respectively. From the definition we have: $\mathcal{P} = \mathcal{K} \cup \mathcal{D}$ and $\mathcal{K} \cap \mathcal{D} = \emptyset$.

- $\mathcal{I}_p, \mathcal{O}_p, \mathcal{C}_p$ denote the input, output and control ports of a process $p$ respectively,

- $\mathcal{I}, \mathcal{O}, \mathcal{C}$ denote the union of all input, output and control port set in $\mathcal{G}$ respectively: $\mathcal{I} = \bigcup_{p \in \mathcal{P}} \mathcal{I}_p$, $\mathcal{O} = \bigcup_{p \in \mathcal{P}} \mathcal{O}_p$ and $\mathcal{C} = \bigcup_{p \in \mathcal{P}} \mathcal{C}_p$.

- $\mathcal{B}, \mathcal{B}_c, \mathcal{B}_d$ denotes the set of all channels, the set of all control channels, the set of all data channels in $\mathcal{G}$ respectively. Also, we have $\mathcal{B} = \mathcal{B}_c \cup \mathcal{B}_d$ and $\mathcal{B}_c \cap \mathcal{B}_d = \emptyset$. In the IMC semantics of an SADF graph, we adopt the ordered pair of input and output ports to identify the channels: $(x, y) \in \mathcal{O} \times (\mathcal{I} \cup \mathcal{C})$.

- $\Sigma_b$ As aforementioned, the control channel is in fact modeled as an unbounded FIFO buffer. Then we use $\Sigma_b$ to denotes the finite set of possible values of scenario token can be transferred in a control channel $b$ and $\Sigma_b^*$ is the set of all finite sequences of symbols in $\Sigma_b$ that can be produced on the control channel $b$. Then a sequence $\sigma \in \Sigma_b^*$ is denoted in the form: $\sigma = \sigma_1 \ldots \sigma_n$. 
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$S_p$ denotes the non-empty finite set of scenarios in which a process $p$ can operate.

$\Omega_d$ denotes the non-empty finite set of subscenarios of detector $d$.

$R^s_k$ denotes the rate function of a kernel $k \in K$. The function $R^s_k : I_k \cup O_k \cup C_k \rightarrow \mathbb{N}$ assigns a natural number as rate to the ports of kernel $k$ according to the scenario $s$ in $k$.

$R^\omega_d$ is the rate function of a detector $d \in D$. The function $R^\omega_d : I_d \cup O_d \cup C_d \rightarrow \mathbb{N}$ specifies the rate for a given $\omega \in \Omega$.

$t^\omega_d$ is the sequence of tokens $d$ produce after its execution in scenario $\omega$ onto an output port $o \in O_d$. We easily infer that $t^\omega_d \in \Sigma^*_p$, if the output port is connected to a control channel $b$.

$E^k_s$ is the discrete random variable that captures the generic execution time distribution of a kernel $k$ for scenario $s \in S_k$.

$E^\omega_d$ is the discrete random variable that captures the generic execution time distribution of a detector $d$ for subscenario $\omega \in \Omega_d$. Recall that in IMC semantics, we adapt the generic execution time distribution for a (sub)scenario in SADF to a single Markovian transition which interprets a mean delay (value) of the weight average of values in the sample space of the generic execution time distribution.

$(S, t, \mathbb{F})$ is a finite-state discrete time Markov chain (DTMC) associated with a scenario embedded in a detector. This Markov chains can be used to interpret the function to determinate the occurrence of subscenarios. If a detector $d$ has no control ports, it always operates in a default scenario $e_d$.

$\Phi^s_d$ is the function to determine the subscenario for the detector $d$ according to the current state in the Markov chain associated with scenario $s$. In other words, the function $\Phi^s_d$ takes a state in the Markov chain belonging to scenario $s$ as argument and returns a subscenario, in which the detector $d$ is going to operate.

$\phi$ is the data channel status function of the SADF graph. This function takes each (data) channel as argument and returns the current number of tokens stored in each data channel. Thus $\phi$ has this form: $\mathcal{B}_d \rightarrow \mathbb{N}$.

$\psi$ is the control channel status. Similar as $\psi$, $\psi$ is a function which takes each control channel as argument and returns the sequence of scenario tokens in each control channel. Thus $\psi$ has this form: $\mathcal{B}_c \rightarrow \bigcup_{e \in \mathcal{B}_c} \Sigma^*_e$. 
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Now we define the syntax of a SADF graph as follows.

**Definition 3.1 (SADF Graph)** An SADF graph $\mathcal{G}$ is a tuple $(K, D, B, \phi^*, \psi^*)$ where

- each kernel $k \in K$ is a tuple \((I_k, O_k, C_k, S_k, \{(R_k^s, E_k^s) \mid s \in S\})\) where
  - $S_k = \prod_{c \in C_k} \sum_b$, where $b$ is the control channel connected to control port $c$,
  - $\forall s \in S_k$ and $\forall c \in C_k$, we have $R_k^s(c) = 1$;

- each detector $d \in D$ is a tuple $(I_d, O_d, C_d, S_d, \{(S_d^s, t_d^s, \mathbb{P}_d^s, \Phi_d^s) \mid s \in S_d\}, \Omega_d, \{(R_d^o, t_d^o, E_d^o) \mid o \in \Omega_d\})$ where
  - $S_d = \prod_{c \in C_k} \sum_b$, where $b$ is the control channel connected to control port $c$,
  - for every $s \in S_d$, $(S_d^s, t_d^s, \mathbb{P}_d^s, \Phi_d^s)$ is a non-empty finite state space Markov chain \((S_d^s, t_d^s, \mathbb{P}_d^s)\) associated with a function: $\Phi_d^s : \Omega_d$ which determines the subscenario for each state in the Markov chain,
  - $\forall o \in \Omega_d$ and $\forall c \in C_d$: $R_d^o(c) = 1$,
  - $\forall o \in \Omega_d$ and $\forall o \in O_d$, we have $R_d^o(o) > 0$ and $t_d^o(o) \in \{v \in \Sigma^*_b \mid |v| = R_d^o(o)\}$;

- $\phi^* : B_d \rightarrow \mathbb{N}$ is the initial data channel status;

- $\psi^* : B_c \rightarrow \bigcup_{c \in B_c} \Sigma^*_c$ is the initial control channel status.

Some explanations about Definition 3.1 Here, we have a MPEG-4 Decoder shown in Figure 3.1 as an example. From the definition we have:

<table>
<thead>
<tr>
<th>Port</th>
<th>$I$</th>
<th>$P_0$</th>
<th>$P_{30}$</th>
<th>$P_{40}$</th>
<th>$P_{50}$</th>
<th>$P_{60}$</th>
<th>$P_{70}$</th>
<th>$P_{80}$</th>
<th>$P_{99}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>b</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>80</td>
<td>99</td>
</tr>
<tr>
<td>c</td>
<td>99</td>
<td>1</td>
<td>30</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>80</td>
<td>99</td>
</tr>
<tr>
<td>d</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>e</td>
<td>99</td>
<td>0</td>
<td>30</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>80</td>
<td>99</td>
</tr>
</tbody>
</table>

Table 3.1: The rate functions $R_k^s$ and $R_d^o$ of MPEG-4 decoder
### 3.2. Formal Definition of SADF

<table>
<thead>
<tr>
<th>Process</th>
<th>(Sub)Scenario</th>
<th>(E_{(p,d)}(\text{kCycles}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>VLD</td>
<td>(P_0)</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>All except (P_0)</td>
<td>40</td>
</tr>
<tr>
<td>IDCT</td>
<td>(P_0)</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>All except (P_0)</td>
<td>17</td>
</tr>
<tr>
<td>MC</td>
<td>(I, P_0)</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(P_{30})</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>(P_{40})</td>
<td>145</td>
</tr>
<tr>
<td></td>
<td>(P_{50})</td>
<td>190</td>
</tr>
<tr>
<td></td>
<td>(P_{60})</td>
<td>235</td>
</tr>
<tr>
<td></td>
<td>(P_{70})</td>
<td>265</td>
</tr>
<tr>
<td></td>
<td>(P_{80})</td>
<td>310</td>
</tr>
<tr>
<td></td>
<td>(P_{99})</td>
<td>390</td>
</tr>
<tr>
<td>RC</td>
<td>(P_{30}, P_{40}, P_{50})</td>
<td>250</td>
</tr>
<tr>
<td></td>
<td>(P_{60})</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>(P_{70}, P_{80}, P_{99})</td>
<td>320</td>
</tr>
<tr>
<td>FD</td>
<td>All</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 3.2:** The execution time distribution function of processes in MPEG-4 decoder

- \(\mathcal{D} = \{FD\}\),
- \(\mathcal{K} = \{VLD, IDCT, MC, RC\}\),
- \(S_{VLD} = S_{IDCT} = S_{MC} = S_{RC} = \{I, P_0, P_{30}, P_{40}, P_{50}, P_{60}, P_{70}, P_{80}, P_{99}\}\),
- \(S_{FD} = \{\epsilon_{FD}\}, \Omega_{FD} = \{I, P_0, P_{30}, P_{40}, P_{50}, P_{60}, P_{70}, P_{80}, P_{99}\}\),
- The set of function \(\{R_k^s \mid k \in \mathcal{K}, s \in S_k\}\) and \(\{R_d^\omega \mid d \in \mathcal{D}, \omega \in \Omega_d\}\) is shown in Table 3.1.
- The execution time distribution function is shown in Table 3.2.
- \((S_d^{\epsilon_{FD}}, \epsilon_{FD}, \pi_{FD}^{\epsilon_{FD}})\) is shown in Figure 3.2.
- The associated the function \(\Phi_{FD}^{\epsilon_{FD}}\) with the states in the Markov chain is defined by:
  \[\Phi_{FD}^{\epsilon_{FD}}(S_1) = I, \Phi_{FD}^{\epsilon_{FD}}(S_2) = P_0, \Phi_{FD}^{\epsilon_{FD}}(S_3) = P_{30}, \Phi_{FD}^{\epsilon_{FD}}(S_4) = P_{40}, \Phi_{FD}^{\epsilon_{FD}}(S_5) = P_{50}, \Phi_{FD}^{\epsilon_{FD}}(S_6) = P_{60}, \Phi_{FD}^{\epsilon_{FD}}(S_7) = P_{70}, \Phi_{FD}^{\epsilon_{FD}}(S_8) = P_{80}, \Phi_{FD}^{\epsilon_{FD}}(S_9) = P_{99}\.\]
3.2.1 Operational Semantics of SADF

The operational semantics of an SADF graph is defined by a Timed Probabilistic System (TPS). Timed Probabilistic System is a variant of LTS, which also consists of configurations (states) and transitions. The transitions are distinguished by timeless transitions and timed transitions. First we introduce two additional functions (the data channel status and the control channel are already introduced in last section).

\( \kappa \) is the kernel status function for an SADF \((\mathcal{K}, \mathcal{D}, \mathcal{B}, \phi^*, \psi^*)\). This function assigns to each kernel \( k \in \mathcal{K} \) an ordered pair in \( (S_k \cup \{-\}) \times (\mathbb{R}_0^+ \cup \{-\}) \), the former element denotes the current scenario in which \( k \) is operating and the latter element denotes the remaining time for \( k \) to finish its firing. If the kernel is inactive then its status will be denoted as \((-, -)\).

\( \delta \) is the detector status function for an SADF \((\mathcal{K}, \mathcal{D}, \mathcal{B}, \phi^*, \psi^*)\). This function assigns to each detector \( d \in \mathcal{D} \) a tuple in \( \prod_{s \in S_d} S_d^s \times (\Omega_d \cup \{-\}) \times (\mathbb{R}_0^+ \cup \{-\}) \). The first part denotes the vector of current states (the vector of the last leaving states in each Markov chains in \( d \)) of Markov chains associated with each scenario \( s \in S_d \) as a tuple \( S_{s_1}, \ldots, S_{s_N} \), the middle element denotes the current subscenario \( \omega \) in which \( d \) is operating, and the last element denotes the remaining time for \( d \) to finish its firing. If the detector \( d \) is inactive currently, its status will be denoted as \((S_{s_1}, \ldots, S_{s_N}, -, -)\).
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Figure 3.2: The discrete-time Markov chain embedded in detector $FD$ associated with its default scenario $e_d$

**Definition 3.2 (Configuration).** A configuration of an SADF graph is a tuple $(\phi, \psi, \kappa, \delta)$, where $\phi$, $\psi$, $\kappa$, $\delta$ denote a channel status, control status, kernel status, and detector status respectively. SADF graph $(K, D, B, \phi^*, \psi^*)$ has initial configuration $C^* = (\phi^*, \psi^*, \kappa^*, \delta^*)$, where the initial kernel status $\kappa^*$ is defined by $\kappa^*(k) = (-, -)$ for all $k \in K$ and initial detector status $\delta^*$ is defined by $\delta^*(d) = (i_1^d, \ldots, i_N^d, -, -, -)$ for all $N = |S_d|$ scenarios of each $d \in D$.

**Definition 3.3 (The operational semantics of an SADF graph).** The operational se-
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Semantics of an SADF graph is an TPS defined as a tuple \( \mathfrak{S} = (\Theta, C^*, A, \mathbb{A}, \mathbb{T}, \mathbb{T}) \), where

- \( \Theta \) is defined as the set of all reachable configurations of the SADF graph, and let \( \mathcal{D}(\Theta) \) to be the set of probabilistic distributions over \( \Theta \), then we have \( \mathcal{D}(\Theta) = \{ \pi : \Theta \rightarrow [0, 1] | \sum_{c \in \Theta} \pi(c) = 1 \} \),

- \( C^* \in \Theta \) is an initial configuration,

- \( \mathcal{A} \) is a set of actions,

- \( \mathbb{T} \subseteq \mathbb{R}_0^+ \) is the domain of time and let \( \mathcal{T}^+ = \mathbb{T} \setminus \{0\} \),

- \( \mathcal{A} \subseteq \Theta \times \mathcal{A} \times \mathcal{D}(\Theta) \) is a set of action transitions, and

- \( \mathbb{T} \subseteq \Theta \times \mathbb{T}^+ \times \mathcal{D}(\Theta) \) is a set of time transitions.

**Semantics of Transitions.** The core of the operational semantics of an SADF are the transition relations. Two kinds of transitions are distinguished: action transition and time transition. Again in action transitions, there are 6 types: control action transition, detect action transition, kernel start action transition, kernel end action transition, detector start action transition, and detector end action transition. The concrete semantics of these transitions are described as follows.

**Definition 3.4 (Control Action Transition)** A control action transition indicates that a kernel \( k \) “confirms” a scenario, in which it is going to operate. The prerequisite that kernel \( k \) can confirm the scenario is every control channel with which its control ports connect has at least one scenario token. Then we define the control action transition by:

- \( \xrightarrow{\text{control}(k)} \subset \Theta \times \mathcal{D}(\Theta) \), and if

- \( \kappa(k) = (\cdot, \cdot) \) and \( |\psi(b_c)| \geq 1 \) for each channel \( b_c \) connected to a control port \( c \in \mathcal{C}_k \), then \( (\phi, \psi, \kappa, \delta) \xrightarrow{\text{control}(k)} \pi \) with \( \pi(\phi, \psi, \kappa', \delta) = 1 \), where the resulting kernel status \( \kappa' \) is defined by:

- \( \kappa' = \begin{cases} \kappa[k \rightarrow (\epsilon_k, \cdot)] & \text{if } \mathcal{C}_k = \emptyset \\ \kappa[k \rightarrow (\prod_{c \in \mathcal{C}_k} \psi(b_c)_1, \cdot)] & \text{otherwise} \end{cases} \)
Some explanations on the definition of control action transition: When each control ports of kernel $k$ has at least scenario token available, which means the scenario, in which $k$ is going to operate is uniquely determined. The value of scenario depends on the sequence of the first scenario token values of each control ports of $k$, i.e. $\prod_{c \in C_k} \psi(b_c)_1$. Accordingly, after the transition the first element of kernel status of $k$ is modified to this value. Since when the firing of $k$ starts depends on the sufficiency data tokens at its data ports now, the second element of kernel status (the remaining execution time of $k$) remains undefined (-). A special case is when the $k$ has no control ports, i.e., $k$ operates always in its default scenario ($\epsilon_k$). Moreover, the transition to the next configuration $(\phi, \psi, \kappa', \delta)$ is unique determined, so the probability to be in that configuration is $\pi(\phi, \psi, \kappa', \delta) = 1$.

**Definition 3.5 (Detect Action Transition)** A detect action transition is a transition to indicate the determination of the scenario and subscenario in a detector. The subscenario is written into the configuration of detector, and used for the later firing. The detect action transition of a detector $d$ is defined as follows:

- $\xrightarrow{\text{detect}(d)} \subseteq \Theta \times D(\Theta)$, and if
- $\delta(d) = (S_{s_1}, \ldots, S_{s_{i-1}}, S_s, S_{s_{i+1}}, \ldots, S_{s_N}, -, -)$ for some combination of states for the $N = |S_d|$ Markov chains associated with $d$, and $|\psi(b_c)| \geq 1$ for each channel $b_c$ connected to a control port $c \in C_d$, then $(\phi, \psi, \kappa, \delta) \xrightarrow{\text{detect}(d)} \pi$, where the distribution function $\pi$ is given by:

$$
\pi(\phi, \psi, \kappa, \delta') =
\begin{cases}
\prod_{d} \psi_{d}(S_{\delta_d}, T) & \text{for each } T \in S_{\delta_d}^d \text{ if } C_d = \emptyset \\
\prod_{d} \psi_{d}(S_s, T) & \text{for each } T \in S_{s}^d \\
\text{with } s_i = \prod_{c \in C_d} \psi(b_c)_1 & \text{otherwise}
\end{cases}
$$

and the detector status is modified from $\delta$ to $\delta'$ as follows:

$$
\delta' =
\begin{cases}
\delta[d \rightarrow (T, \Phi_{\delta_d}^d(T), -)] & \text{for each } T \in S_{\delta_d}^d \text{ if } C_d = \emptyset \\
\delta[d \rightarrow (S_{s_1}, \ldots, S_{s_{i-1}}, T, S_{s_{i+1}}, \ldots, S_{s_N}, \Phi_{\delta_d}^s(T), -)] & \text{for each } T \in S_{s_i}^d \text{ otherwise}
\end{cases}
$$
If a detector \( d \) is not executing in some scenario and also the subscenario is not determined (according to the content of last two elements “—” in \( \delta(d) \)’s status), then two situations are distinguished. If \( d \) has no control port, then it can directly enter the Markov Chain associated with its default scenario \( \epsilon_d \) for requesting the possible subscenarios for the later execution, or if it has control ports, then it must first determine the scenario according to the values of control tokens at its control ports, this is determined by \( s_i = \prod_{c \in c_d} \psi(b_c)_i \), then \( d \) enters the Markov chain associated with scenario \( s_i \) for requesting the subscenario. Since the vector (tuple) \( (S_{s1}, \ldots, S_{s_{i-1}}, S_{s_i}, \ldots, S_{s_{i+1}}, \ldots, S_{s_N}) \) remembers the last (leaving) state of each Markov chain with the corresponding scenario, the enter state now is the last leaving state (here \( S_{s_i} \)), the probabilities to get to the successor state(s) of \( S_{s_j} \) are determined by the function \( P \) of DTMC associated with scenario \( s_j \). Then the probabilistic transitions are made and the last leaving state in the DTMC associated with scenario \( s_j \) is modified to the successor state(s) \( (T) \) instead of \( S_{s_j} \), and the subscenario determined by \( \Phi_d^T \) is written to the penultimate element of the configuration of \( d \). The last element of the configuration (status) of \( d \) (remaining execution time of \( d \)) is still undefined (—), this will be modified by the detector start action transition after the data token availability is checked. For the detector \( d \) without any control channels, this detector has only one Markov chain for the default scenario \( \epsilon_d \) and the condition of emanating the detect action transition is satisfied immediately.

**Definition 3.6 (Kernel Start Action Transition)** A kernel start action transition indicates the start of processing data (firing) by a kernel. The kernel start action transition of a kernel \( k \) is defined as:

\[
\frac{\text{start}(k)}{\Theta \times D(\Theta), \text{ and if}}
\]

- \( \kappa(k) = (s, -) \) for some scenario \( s \in S_k \) and \( \phi(b_i) \geq R^s_k(i) \) for each channel \( b_i \) connected to input port \( i \in I_k \) then \((\phi, \psi, \kappa, \delta) \xrightarrow{\text{start}(k)} \pi \), where

- the function \( \pi \) is defined by \( \pi(\phi, \psi, \kappa', \delta) = P(E^s_k = e) \) with \( \kappa'_e = \kappa[k \rightarrow (s, e)] \) for all execution times \( e \) in the sample space of \( E^s_k \).

If the scenarios \( s \) for the kernel \( k \)’s firing is determined by the control action transition (cf. Definition 3.5 with the modified configuration \( \kappa(k) = (s, -) \)), and now the number of data tokens in each data channel \( b_i \) connected with \( k \)’s input port \( i \in I_k \) is check by the function \( R^s_k(i) \). If the data tokens are enough for all these channels, then \( k \) can start its execution by making a kernel start action transition labelled with \( k \). The probabilities of successor states (\( \pi \)) are decided by the generic discrete distribution function \( P(E^s_k = e) \), where \( e \) is the execution time, and \( P(E^s_k = e) \) returns the probability of
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$k$ finishes its firing in $e$ time units in scenario $s$. After the kernel start action transition, the configuration of $k$ is modified to $(s, e)$ accordingly.

**Definition 3.7 (Detector Start Action Transition)** A detector start action transition indicates the start of execution of a detector. We define the detector start action transition of a detector $d$ as:

- $\text{start}(d) \subseteq \Theta \times D(\Theta)$, and if
  - $\delta(d) = (S_{s_1}, \ldots, S_{s_N}, \omega, -)$ for some combination of states for the $N = |S_d|$ Markov chains associated with $d$, a subscenario $\omega \in \Omega_d$, and if $\phi(b_i) \geq R_d(\omega)(i)$ for each channel $b_i$ connected to an input port $i \in I_d$, then $(\phi, \psi, \kappa, \delta) \xrightarrow{\text{start}(d)} \pi$, where
    - the function $\pi$ is defined by $\pi(\phi, \psi, \kappa, \delta_e) = \mathbb{P}(E_d^\omega = e)$ with $\delta_e = \delta[d \rightarrow (S_{s_1}, \ldots, S_{s_N}, \omega, e)]$ for all execution times $e$ in the sample space of $E_d^\omega$.

Similarly as kernel, detector start action transitions describes the execution start of a detector $d$. The subscenario for later execution is determined some time before by the detector action transition (cf. Definition 3.5). The next step is to wait for all the data tokens available of each channel connected with $d$’s input ports according to the determined subscenario $\omega$. If all data tokens are available, the kernel starts to execute. The detector start action transition is also probabilistic distributed, the distribution is decided by the function $\mathbb{P}(E_d^\omega = e)$. Then the execution time $e$ is written into the last element (remaining execution time) of the configuration of $d$.

**Definition 3.8 (Kernel End Action Transition)** A kernel end action transition indicates the end of firing of a kernel. The kernel end action transition of a kernel $k$ is defined as:

- $\text{end}(k) \subseteq \Theta \times D(\Theta)$, and if
  - $\kappa(k) = (s, 0)$ for some scenario $s \in S_k$, then $(\phi, \psi, \kappa, \delta) \xrightarrow{\text{end}(k)} \pi$ with $\pi(\phi', \psi', \kappa', \delta) = 1$, where
    - the resulting configuration $(\phi', \psi', \kappa', \delta')$ is defined by
for each non self-loop channel $b_i$ connected to an input port $i \in I_k$
for each non self-loop channel $b_o$ connected to an output port $o \in O_k$
for each self-loop channel $b_{oi}$ connecting to an output port $o \in O_k$
to an input port $i \in I_k$
and $\psi' = \psi[b_c \rightarrow \psi(b_c) - \psi(b_c)]$ for each channel $b_c$ connected to a
$\kappa' = \kappa[k \rightarrow (-, -)]$.

If kernel $k$ finishes its firing, i.e., the remaining execution time (the last element of $k$’s configuration) is equal to zero, the kernel end action transition is made. There is no probabilistic distribution of this transitions. After this transition, the data tokens in the control channels and data tokens in the data channels connected with $k$ are consumed or produced at the same time according to the $R^k$ function, and the configuration of $k$ becomes undefined to $(-, -)$.

**Definition 3.9 (Detector End Action Transition)** A detector end action transition indicates the end of execution of a detector. The detector end action transition of detector $d$ is defined as:

- $\frac{\text{end}(d)}{d} \subseteq \Theta \times D(\Theta)$, and if
- $\delta(d) = (S_1, \ldots, S_N, \omega, 0)$ for some combination of states for the $N = |S_d|$ Markov chains associated with $d$, a subscenario $\omega \in \Omega_d$, then $\phi$, $\psi$, $\kappa$, $\delta$ follows $\phi, \psi, \kappa, \delta' \rightarrow \pi$ with $\pi(\phi', \psi', \kappa', \delta') = 1$, where
- the resulting configuration $(\phi', \psi', \kappa', \delta')$ is defined by

$$
\phi' = \begin{cases}
\phi[b_i \rightarrow \phi(b_i) - R^\omega_d(i)] & \text{for each non self-loop channel } b_i \text{ connected to an input port } i \in I_d \\
\phi[b_o \rightarrow \phi(b_o) + R^\omega_d(o)] & \text{for each non self-loop channel } b_o \text{ connected to an output port } o \in O_d \\
\phi[b_{oi} \rightarrow \phi(b_{oi}) + R^\omega_d(o) - R^\omega_d(i)] & \text{for each self-loop channel } b_{oi} \text{ connecting to an input port } i \in I_d \\
\end{cases}
$$
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and

\[
\psi' = \begin{cases}
\psi[b_c \rightarrow \psi(b_c) - \psi(b_c)_1] & \text{for each non self-loop channel } b_c \\
\psi[b_o \rightarrow \psi(b_o) + t_d^{so}(o)] & \text{for each non self-loop channel } b_o \\
& \text{with } t_d^{so} \in \sum_{b_c}^* \text{ and } |t_d^{so}(o)| = R_d^{so}(o) \\
\psi[b_c \rightarrow \psi(b_{oc}) + t_d^{so}(o) - \psi(b_{oc})_1] & \text{for each self-loop channel } b_{oi} \\
& \text{connected to an output port } o \in \mathcal{O}_d \\
& \text{connected to an control port } c \in \mathcal{C}_d \\
& \text{with } t_d^{so} \in \sum_{b_{oc}}^* \text{ and } |t_d^{so}(o)| = R_d^{so}(o)
\end{cases}
\]

and \( \delta' = \delta[d \rightarrow (S_{s1}, \ldots, S_{sN}, -, -)] \).

If a detector \( d \) finishes its execution, i.e., the remaining firing time (the last element of the configuration of \( d \)) is equal to zero, the detector end action transition is made. The tokens are produced and consumed according to the function \( R_d^o \) at the same time, and the last two elements (the current subscenario and remaining time) become undefined.

**Definition 3.10 (Time Transition)** A time transition denotes the time advancing of the execution of the SADF graph. The time transition of \( t \) time units is defined as:

- \( \text{time}(t) \subseteq \Theta \times D(\Theta) \), and if
- there exists a process with a positive remaining execution time and no end transitions are enabled, and \( t \) is the smallest remaining execution time of all processes with a positive remaining execution time, then \( (\phi, \psi, \kappa, \delta) \xrightarrow{\text{time}(t)} \pi \) with \( \pi(\phi, \psi, \kappa', \delta') = 1 \), where the resulting configuration \( (\phi, \psi, \kappa', \delta') \) is defined by

  - \( \kappa'(k) = (s, n - t) \) if \( \kappa(k) = (s, n) \) for some \( s \in S_k \) and \( n > 0 \) for each kernel \( k \), and
  - \( \delta'(d) = (S_{s1}, \ldots, S_{sN}, \omega, n - t) \) if \( \delta(d) = (S_{s1}, \ldots, S_{sN}, \omega, n) \) for some combination of states for the \( N = |S_d| \) Markov chains associated with detector \( d \), some \( \omega \in \Omega_d \) and \( n > 0 \) for each detector \( d \).

One thing to remark is that before any time transition can be made, there should be no end transitions can be enabled. This means finalizing the firing of processes has a higher
priority over advancing time. On the other hand, this restriction does not state about how to resolve the non-determinism between other actions (e.g., control action transitions, detect action transitions, etc.) and advancing time (i.e. the time transition), which allows to capture all possible scheduling policies in the system. Further, among these possible scheduling policies, a class of scheduling policies which prescribes that performing actions cost no time and therefore should take precedence over advancing time. This assumption between time advancing and performing actions is called action urgency. However, if we compare action urgency with the maximal progress assumption in IMC (cf. Definition 2.10), we will find the maximal progress is only allowed on the special internal interactive transitions (τ-transition). To allow action urgency on IMCs, we must manually set the priority on actions in IMC, and this will be discussed further on in this paper. This assumption (action urgency) matches in fact the so called self-timed execution for SDF graphs, which is a scheduler that the firing of every process starts immediately when all required tokens are available. The self-timed execution is of special interest, since it ensures the best (tightest) bound that can be given on the timing behavior of the application base on the SDF model. But the action urgency assumption may be disadvantages for other metrics like latency.

3.3 Important Properties

In [41], some useful properties of SADF specification are stated. In this section, we introduce three important properties: boundedness, determinacy and long-run equivalence in SADF specification, which are very closely related to our IMC semantics. Note that, if we want to analyze the SADF model, many performance metrics (like throughput and time-average buffer occupancy) have no meaning, when the SADF is untimed.

**Definition 3.11** [41] (Untimed SADF) An SADF is called untimed, if the firing time of all processes in all their (sub)scenarios is zero.

3.3.1 Boundedness

The most important property for our IMC semantic of SADF specification is the boundedness of an SADF graph. The definition of boundedness of SADF graph is defined as:

**Definition 3.12** [41] (Boundedness) An SADF is called bounded iff a $\mathcal{B} \in \mathbb{N}$ such that
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for all reachable configurations \((\phi, \psi, \kappa, \delta), \phi(dc) \leq B\) for all \(dc \in B_d\) and \(|\phi(cc)| \leq B\) for all \(cc \in B_c\). Otherwise, the SADF is unbounded.

Theorem 1 in [41] gives the criterion to determine whether a strongly consistent SADF graph is bounded or not. When we express the semantics of SADF model in terms of IMC, the only difference is the execution times per (sub)scenario expressed by a generic discrete distribution change to a single execution time expressed by a random variable which is governed by an exponential distribution. Since the definitions like strong consistency, strong dependency, active process in SADF specification which are not subject to the execution time of processes, the properties stated above are unchanged and can also simple be adapted into our case. Therefore, in our IMC model, it directly follows that if the SADF graph is bounded, then the state space of its corresponding IMC is finite.

3.3.2 Determinacy

Theorem 3 in [41] states that the functionality represented by an SADF does not affect by the non-deterministic choices but only by the probabilistic choice that determine the sequence of scenarios successively detected by each detector.

This theorem is validated by the diamond property in SADF.

**Definition 3.13** [41] Let \(\pi_{C,a} \in D(\Theta)\) denote the probability distribution over \(\Theta\) after performing an action or time transition \(\alpha\) from a configuration \(C\) if it exists. Relation \(\pi_1 \xrightarrow{\alpha} \pi_2\) holds if for all configuration \(C\) with positive \(\pi_1(C)\) transition \(\alpha\) can be performed and \(\pi_2(C') = \sum_{C \in \Theta} \pi_1(C) \cdot \pi_{C,a}(C')\) for all possible resulting \(C' \in \Theta\).

The following lemma states the policy for resolving the non-deterministic choice between two actions that are performed immediately after each other is irreverent [41].

**Lemma 3.1** [41] (Diamond Property) Let \(\alpha\) and \(\beta\) be enabled actions. If \(\pi \xrightarrow{\alpha} \pi'\) and \(\pi \xrightarrow{\beta} \pi''\) with \(\pi, \pi', \pi'' \in D(\Theta)\), then there exists some \(\pi^* \in D(\Theta)\) such that \(\pi' \xrightarrow{\beta} \pi^*\) and \(\pi'' \xrightarrow{\alpha} \pi^*\).
3.3.3 Long-run equivalence

For the performance analysis of untimed SADF, two approaches are used. One approach is to derive a (discrete-time) Markov chain from the involved TPS and then analyze the obtained Markov chain using a similar approach in [45]. With this approach, any long-run average or worst-case performance metric can be analyzed. The first step of this approach is to resolve the non-determinism in the involved TPS. The scheduler used to resolve the non-determinism may affect certain metrics like the maximum occupancy of a buffer, but will not affect many long-run average performance metrics. This property is stated by the Theorem 4 in [41].

**Theorem 3.1 [41]** (Long-Run Equivalence) Any long-run average for a timed SADF model that merely depends on the status of the system in configuration of the TPS just before and after time transitions converges to the same result regardless how non-determinism is resolved.

After this step, a new TPS is obtained and if the SADF is deadlock-free and further, by shifting the information on the occurrence of actions and process of time into the configuration, a discrete-time Markov chain is obtained for performance analysis. Here, the state-space of the obtained discrete-time Markov chain is finite if the SADF is bounded.

The second approach to evaluate certain specific worst-case metrics is the possibility to convert an SADF model into a set of SDF models. One SDF model in the set is for each possible scenario combinations using the largest possible execution time for each process in that scenario combination [41].

For details of the properties of SADF graph we refer to [41]. Furthermore, we also have the similar properties on the IMC semantics of SADF, and the differences and relations between the TPS semantics and IMC semantics of SADF models is discussed in Section 4.3.1.
Chapter 4

The IMC Semantics of SADF

Many successful case studies have proven that IMCs are a natural semantic model for stochastic process algebras [20]. In this chapter, we attempt to present a framework to build and analyze the SADF models by using IMCs. The details of the formal definition of an SADF graph and its operational semantics represented by Timed Probabilistic System (TPS) are introduced in Chapter 3. In our SADF specification, two modifications are needed before we adopt IMCs as the semantic model of SADF as aforementioned: First, in the TPS semantics of SADF, a generic discrete execution time distribution per (sub)scenario \( P(E_p^s = e) \) or \( P(E_d^\omega = e) \) is used. Now, we assume if the random variables in the sample space of a process \( p \)'s (a detector \( d \)'s) generic discrete execution time distribution of scenario \( s \) (subscenario \( \omega \)) are \( e_1, e_2, \ldots, e_n \), then we emerge the generic discrete execution time distribution of \( s \) (\( \omega \)) into a single constant execution time by \( e_p^s = (P(E_p^s = e_1) \cdot e_1 + \cdots + P(E_p^s = e_n) \cdot e_n) \) \( (e_d^\omega = (P(E_d^\omega = e_1) \cdot e_1 + \cdots + P(E_d^\omega = e_n) \cdot e_n) \). We do the emerge of the generic discrete execution time distribution for each process of all (sub)scenarios it has. Since the time transition represents a fixed-time delay before moving to a successor state from the current state, and this assumption does not coincide with the assumption that a Markovian transition in IMCs describe an exponentially distributed delay. We translate the average execution time \( e_p^s (e_d^\omega) \) obtained by the first step into an exponentially distributed delay with mean time \( e_p^s (e_d^\omega) \), which is represented by a Markovian transition with rate \( \lambda_p = 1/e_p^s \) \( (\lambda_d^\omega = 1/e_d^\omega) \).

Furthermore, recall the unbounded channels in SADF, the status of a data channel can be represented as a natural number, and the status of a control channel is a sequence of values of tokens. It is a natural choice to represent the status of channels as state variables. Following this idea, we integrate the state variables into LTSs (it is the same
way to extend with IMCs). These variables have a certain predefined data type, and also some predefined operations are used. For instance, we may have an LTS representing a counter and integrate a natural number as variable in this LTS, the conventional operations on natural numbers like “+, -, ≤, ≥…” can be used as their usual meanings. In this way, we obtain an LTS whose states and transitions represent the control part of the LTS and the variables represent the data part of the LTS. Now, we extend the state variables in our case and allow variables to be integrated in our IML expressions. Then, our extended IML expressions can interact with variables in two ways [7]:

**Assignments:** the values of variables can be changed by the transition.

**Guards:** a transition is called a *guarded* transition when the transition is only possible when the condition on the variables holds.

**Example 4.1** Figure 4.1 shows a small example of extended LTS with a variable $x \in \mathbb{N}$. This LTS describes a bounded buffer (capacity=3) with certain functions. The variable $x$ represents the current number of tokens in the buffer.

![Figure 4.1: An LTS with a variable $x$ described in Example 4.1](image)

**Unfolding** Usually, the extended version of LTS with assignments and guards is convenient to read but sometimes the formal way of describing transitions becomes unclear. On the other hand, process algebras like IML are basically *behavior-oriented* and the states in the modeled system are only auxiliary elements [24]. The equivalence notations on process algebra, i.e. the bisimilarities concentrate only on the behavior of states. If there are variables in the states, to find the equivalent class of states by applying bisimulation on these LTSs are not feasible. The solution here is to remove the
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The rules of parallel composition and hiding in IMC provide a means to obtain a clean and well-understood semantics of modeling real life systems. We follow this ele-
gant way and first provide an overview of our target model SADF. In an SADF model, four kinds of components are defined with individual functionalities, i.e. kernels, detectors, data channels, and control channels. Briefly we recall the functionalities of these elements in an SADF graph.

A **Kernel** is a data processing component with a life cycle of four steps: 1) it determines the scenario in which it later operates; 2) checks the availability of data tokens; 3) starts to fire (execution); 4) consumes and produces data/control tokens after firing.

A **Detector** is the scenario decision component for its dominating processes with a life circle of four steps: 1) it determines the scenario; 2) determines the subscenario based on the scenario; 3) checks the availability of data tokens; 4) starts to fire; 5) consumes and produces data/control tokens after firing.

A **Data channel** is defined as an unbounded FIFO buffer which can store the data tokens. The process connects the data channel through its output port acts as a “producer” which produces the data tokens and puts them into the channel. The process connects the data channel through its input port acts as a “consumer” which gets the data tokens from the channel and consumes them.

A **Control channel** is defined as an unbounded FIFO buffer which can store scenario tokens. Different from data tokens, scenario tokens are “valued”, i.e., the control tokens consists of the different values that represent different (sub)scenario types. The behavior of the processes may depend on such values of (sub)scenarios.

Before we define the semantics of elements in SADF graph by using IMC, there are some observations from the SADF graph. The data channels can be treated as counters, as the value of tokens is undistinguishable and only the number of tokens stored in the channel influences the behavior of processes. The data channels and control channels are unbounded, i.e., they are modeled as infinite-size buffers. The possibility to bound the buffer size of each components and apply the compositional aggregation approach for state space generation is discussed in Chapter 5.

To take the advantages of IMC as semantic model, we should construct the whole system component-wisely and build the IMC of SADF specification from smaller partial SADF graph until the whole graph through parallel composition and hiding. The decomposition of SADF model can simply follow the idea of the components of SADF, i.e., divide an SADF into kernels, detectors, data channels and control channels. But for efficiency (cf. the first case study in Section 5.4.1), we integrate the channels into the process, which consume the data/control tokens from these channels. In our definition of IMC semantics of SADF, i.e., these channels are modeled as variables in this pro-
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cess. We also allow the actions expressed in IML to be guarded and have assignments on them.

To distinguish the participants (i.e., the recipient or sender) during the synchronization in IMC, e.g., \( I_1 \parallel_A I_2 \), in following text, we divide the actions in \( A \) into two sets: the input actions and output actions. We add an overline above an action (e.g., \( \overline{\text{output}} \)) to indicate it is an output action, otherwise (i.e., no signature is added to the action) it is an input action. If an output action, say \( a \), is emanated by the sender, and at the other side, a recipient can perform an action \( a \), then an \( a \) synchronization happens, and both participants can make an \( a \)-action. Note that the input actions are delayable, since the recipient is waiting for another process in the system to perform an output action.

4.1.1 The IMC Semantics of Data Channels

Figure 4.3: A general form of data channel in SADF graph

Figure 4.3 shows a general data channel \( DC_{p,p'} \), which connects processes \( p \) and \( p' \). The process \( p \) has an output port \( o_{p,p'} \in O_p \) and the process \( p' \) has an input port \( i_{p,p'} \in I_{p'} \). As aforementioned, data channel can be seen as a counter with aware of its token-number status. So we define the data channel in IML with a variable \( cb_{p,p'} \in \mathbb{N} \).

There are three main issues of defining the IMC semantics for data channel:

1. The data channels are defined as an unbounded buffers. Although every data channel has bounded buffer size if the SADF is \( \text{bounded} \), the exact size of buffer is still unknown before we get the whole state space by using state exploration approach.

2. The number of tokens to be produced by \( p \) or consumed by \( p' \) depends on the current scenario in which \( p \) or \( p' \) is operating. There are two ways to implement this: either the two processes send several “sequential” elementary increase or decrease signals to synchronize with the data channel or they just send their current scenario to the data channel and let the data channel do this for them. We adopt the latter way.

3. The data channel is not accessible from other processes except the two that are connected through this data channel. For instance, in Figure 4.3, \( p \) can only produce tokens and put them into the channel and \( p' \) can only fetch them out, no
other processes in the of SADF may have the authority. So to avoid awkward state space (caused by synchronization transitions between processes) during generation of the system, we decide to integrate the data channel into the process, which fetches the data tokens from this data channel, as a variable (natural number). We do not separately give a formal semantics of data channel.

Only to give a simple understanding of how a data channel is defined, we define a state variable $db_{p,p'} \in \mathbb{N}$ and give an IMC of a simplified data channel, which can only store and transfer data tokens, and is not aware of the number of tokens in it, by using IML:

$$DC(db_{p,p'}) := \begin{cases} 
\text{produce. } DC(db_{p,p'} + 1) & : \text{ if } db_{p,p'} = 0 \\
\text{produce. } DC(db_{p,p'}) + \text{consume. } DC(db_{p,p'} - 1) & : \text{ if } db_{p,p'} \geq 1
\end{cases}$$

Figure 4.4 shows the IMC of such an infinite data channel with initial token number $db_{p,p'} = 1$. Note that all actions in the data channel is input actions, which means the data channel will only change its status when the environment requests.

**Figure 4.4:** The infinite IMC represents an unbounded data channel

### 4.1.2 The Semantics of Control Channels

Similar as the data channel, we integrate the control channel as a variable into the process, whose control port is connected with this control channel. For the control channel is a scenario-valued unbounded FIFO buffer rather than a counter like data channels, we define a data type called control buffer. To give an intuitive understanding, we define

**Figure 4.5:** A general form of a control channel
the control channel separately, and the integrated case of control channel is shown in the kernel’s or detector’s IML expressions.

First we give an informal description of the data type control buffer, the formal definition is described in Chapter 3 by using the algebraic specification language Act One. Here, we briefly describe this data type informally. We assume the set of token values for (sub)scenarios in a control channel is finite and denote it as \( \Sigma \). A data type control buffer is defined as a list of scenario values (scenario string) and can be denoted as the set \( \Sigma^* \). A special bottom symbol \([\ ]\) represents an empty control buffer without any values in it; the infix-function “:” means to add a value to the front of the control buffer, and the value can be fetched only from the top of control buffer; the function empty takes a control buffer as argument and returns a boolean: “true”, if the control buffer is empty or “false”, if it has scenario value(s) in it; the function first takes a non-empty control buffer as argument and returns its topmost value; a sequence of values stored in the control buffer can be denoted as string \( xs \) instead of denoting as \( x_n \ldots x_1 \); the function \( |(xs)| \) takes the value string \( xs \) as argument and returns the natural number of how many elements in the string. The tail function simply removes the topmost element of the control buffer and returns to the remaining part of control buffer. Instead of adding the values one by one into the control buffer, we the function “\( CC \)” can be used to concatenate two value strings. The “++” function can be defined as:

\[
[x_n : \ldots : x_1] ++ [y_m : \ldots : y_1] = [x_n : (x_{n-1} : \ldots : (x_1 : (y_m : \ldots : y_1)) : \ldots )]
\]

These operations on control buffer will be used in the IML expressions of kernels and detectors. Here we give an example of simplified control channel without integration into the semantics of process semantics:

\[
CC(cb_{d,p}) := \begin{cases} 
\sum_{x \in \Sigma} \text{produce}_x \cdot CC([x]) & \text{if } cb_{d,p} = [\], x \in \Sigma \\
\sum_{x \in \Sigma} \text{produce}_x \cdot CC([x:cb_{d,p}]) & \text{if } |cb_{d,p}| \geq 1, \text{ and} \\
+ \text{consume}_y \cdot CC(\text{tail}(cb_{d,p})) & y = \text{first}(cb_{d,p})
\end{cases}
\]

An LTS of a bounded control channel with capacity=2 and \( \Sigma = \{a, b\} \) is shown in Figure 4.6.

### 4.1.3 The IMC Semantics of Detectors

Figure 4.7 shows a general form of a detector in an SADF graph. Our goal here is to define the semantics of this general detector \( d \) by giving
Figure 4.6: An example of a bounded control channel

an equivalent IMC. Recall that from Chapter 3, a detector $d$ is a tuple $(I_d, O_d, C_d, S_d, \{S^s_d, t^i_d, \pi^s_d, \Phi^s_d \mid s \in S_d \}, \Omega_d, \{(R^\omega_d, \iota^\omega_d, E^\omega_d \mid \omega \in \Omega_d \})$.

Generally, we assume a detector $d$ is connected with detectors $d_1, \ldots, d_i, d_i C 1, \ldots, d_j$ and kernels $k_1, \ldots, k_m, k_{m+1}, \ldots, k_n$, moreover we call $d_1, \ldots, d_i, k_1, \ldots, k_m$ the successor processes of $d$ and call $d_{i+1}, \ldots, d_j, k_{m+1}, \ldots, k_n$ the predecessor processes of $d$. We also assume the functions $R^\omega_d, \iota^\omega_d, E^\omega_d$ for each subscenario $\omega \in \Omega_d$ and the finite-state discrete-time Markov chains $(S^s_d, t^i_d, \pi^s_d, \Phi^s_d)$ for capturing the occurrences associated with each scenario $s \in S_d$ are given. Note that the generic discreet execution time distributions of detector $d$ are now adapted to single execution delays which are governed by exponential distributions. Every such distribution is characterized by a single parameter $\lambda \in \mathbb{R}^+$. We identify the channels by the processes that are connected through these directed channels, e.g., if a set of control channels from a detector $d'$ pointing to a detector $d$, then these control channels are identified as $CC^1_{d',d}, \ldots, CC^{z_{d',d}}_{d',d}$. $z_{d',d}$ is the number of these control channels from $d'$ to $d$. Similar as control channels, the set of data channels from $d'$ to $d$ is also identified as $DC^1_{d',d}, \ldots, DC^{y_{d',d}}_{d',d}$, with $y_{d',d}$ is the number of these data channels. Note that from a kernel $k'$ to a detector $d$, there are only data channels possible to connect them, so these data channels are identified as $DC^1_{k',d}, \ldots, DC^{k_{d'}}_{k',d}$. The input, output and control ports are also identified in the same way, e.g., $d'$ and $d$ are connected by data and control channels $DC^1_{d',d}, \ldots, DC^{y_{d',d}}_{d',d}, CC^1_{d',d}, \ldots, CC^{z_{d',d}}_{d',d}$ through the output ports $\{o_i^{1_{d',d}}, \ldots, o_i^{y_{d',d}}, oc^1_{d',d}, \ldots, oc^{z_{d',d}}_{d',d} \} \in \mathcal{O}_{d'}$, the input ports $\{i^1_{d',d}, \ldots, i^{y_{d',d}}_{d',d} \} \in \mathcal{I}_d$ and the control ports $\{c^1_{d',d}, \ldots, c^{z_{d',d}}_{d',d} \} \in \mathcal{C}_d$. Especially, in the original SADF
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semantics allows the detector $d$ to have data and control channels connected with itself. These channels will be identified as $DC_{d,d}^1, \ldots, DC_{d,d}^{y_d,d}$ with input and output ports $i_{d,d}^1, \ldots, i_{d,d}^{y_d}, \ldots, i_{d,d}^{y_d}$ and $CC_{d,d}^1, \ldots, CC_{d,d}^{y_d}$ with control and output ports $c_{d,d}^1, \ldots, c_{d,d}^{y_d}, oc_{d,d}^1, \ldots, oc_{d,d}^{y_d}$. Then we have

$$I_d = \bigcup_{k' \in \{k_1, \ldots, k_m\}} \{i_{k',d}^1, \ldots, i_{k',d}^{y_{k'}}\} \cup \bigcup_{d' \in \{d_1, \ldots, d_i\}} \{i_{d',d}^1, \ldots, i_{d',d}^{y_{d'}}\}$$

$$C_d = \bigcup_{d' \in \{d, d_1, \ldots, d_i\}} \{c_{d',d}^1, \ldots, c_{d',d}^{y_{d'}}\}$$

$$O_d = \bigcup_{k' \in \{k_{m+1}, \ldots, k_n\}} \{o_{k',d}^1, \ldots, o_{k',d}^{y_{k'}}\} \cup \bigcup_{k' \in \{k_{m+1}, \ldots, k_n\}} \{o_{k',d}^1, \ldots, o_{k',d}^{y_{k'}}\}$$

$$\bigcup_{d' \in \{d, d_1, \ldots, d_j\}} \{o_{d',d}^1, \ldots, o_{d',d}^{y_{d'}}\} \cup \bigcup_{d' \in \{d, d_1, \ldots, d_j\}} \{o_{d',d}^1, \ldots, o_{d',d}^{y_{d'}}\}$$

\[ \text{Figure 4.7: A general form of a detector} \]
For \( k' \in \{ k_1, \ldots, k_m \} \) and \( d' \in \{ d_1, \ldots, d_i \} \), we have :

\[
O_{k'} \supseteq \{ o_{k',d} \} \cup \{ o_{d',d} \} \cup \{ o_{d',d} \}.
\]

For the purpose of clarity, we divide the IMC semantics of detector into two modules. The first module is called the function module and the second module is called the subscenario-specification module. The function module of the detector is the backbone of a detector with following tasks: It decides the current scenario for subscenario-specification module based on the values of its control ports, then it passes the scenario to the scenario-specification module, soon it can receive the subscenario values from the scenario-specification module, then it determines the availability of each input ports depending on the subscenario. After it is aware that enough tokens are available at each of its input ports, it starts to fire. After firing, it consumes data tokens and scenario tokens from each channel differently based on the value of the subscenario.

The Semantics of Subscenario-specification Module

Our first step is to define an IMC to express the finite-state discrete-time Markov chain \((S_d^s, t_d^s, P_d^s, \Phi_d^s)\) for each scenario \( s \in S_d \). We assume \( S_d^s = \{ S_0, S_1, \ldots, S_x \} \), \( t_d^s = S_0 \) and \( P_d^s \) is the matrix of one-step transition probabilistic with \( \Sigma_{y \in S} P(x,y) = 1 \) for all \( x \in S_d^s \). We also define the set \( T_d^S_s = \{ T \mid P_d^s(S_i, T) > 0 \}, S_i \in S_d^s \). An example of such a finite-state discrete-time Markov chain is shown in Figure 4.8.

If we have such a set of Markov chains associated with scenarios, we first define an IMC in IML for each scenario. We choose a scenario \( s \in S_d \) and its corresponding Markov chain \((S_d^s, t_d^s, P_d^s, \Phi_d^s)\) as a representative.

Definition 4.1 (The IMC semantics of scenario-specification module for scenario \( s \)) The IMC semantics of the scenario-specification module for scenario \( s \) is described by following IML expressions:

\[
SP_{d,s}^s := SP_{s_0}^s
\]
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The elementary IMC models for SADF start at $S_0$ in the Markov chain.

The second expression (4.2) means that for every state $S_i \in S_d^s$, if the scenario-specification module receives a signal labelled with scenario $s$ from the function module of detector, they will synchronize with this signal and the scenario-specification module will behave like the expression $SP_{S_i}^s$. This req$^s$ signal tells the scenario-specification module that the prerequisite to decide a subscenario in scenario $s$ is fulfilled and asks the subscenario-specification module to finish this task. After this transition, in expression (4.3), the subscenario-specification module must decide which are the successor states of $S_i$ and with what probability. This is done by checking the given matrix of one-step transition probabilities in SADF. Assume the set of successor states of the current state $S_i$ is $T_{S_i}^s$, i.e., the set of states $T \in S_d^s$ such that $P^s_{d}(S_i, T) > 0$. For the state $T$, we do not make a transition direct to $T$, but add an additional intermediate state $T''$ which belongs to the state $T$, this state is reached by a probabilistic transition according to $P^s_d$ from state $S$. Since IMC does not directly support any probabilistic transitions, these probabilistic transitions are first represented by normal transitions labelled with $\sum_{T \in T_{S_i}^s} Prob^s_{d}(S_i, T)$, i.e., we have an non-deterministic “action” for each probabilistic option origination from the discrete-time Markov chains associate to the detector $d$ and the scenario $s$. In this way, the probabilistic transitions in the Markov chains associate to the detectors are unique labelled (associated) with the transitions in the resulting IMC. Latter, we will use $P^s_{d}(S_i, T)$ to replace the transitions labelled with $Prob^s_{d}(S_i, T)$ as a scheduler to solve the non-determinism in IMC. The unique identifica-

\[ SP_{S_i}^s := \text{req}_s.SP_{S_i'}^s \]  
\[ SP_{S_i'}^s := \sum_{T \in T_{S_i}^s} \text{Prob}^s_{d}(S_i, T).SP_{T''}^s \]  
\[ SP_{S_i''}^s := \Phi^s_{d}(S_i).SP_{S_i}^s \]  

The first expression (4.1) says that we begin with the initial state $S_0$ in the Markov chain. The second expression (4.2) means that for every state $S_i \in S_d^s$, if the scenario-specification module receives a signal labelled with scenario $s$ from the function module of detector, they will synchronize with this signal and the scenario-specification module will behave like the expression $SP_{S_i}^s$. This req$^s$ signal tells the scenario-specification module that the prerequisite to decide a subscenario in scenario $s$ is fulfilled and asks the subscenario-specification module to finish this task. After this transition, in expression (4.3), the subscenario-specification module must decide which are the successor states of $S_i$ and with what probability. This is done by checking the given matrix of one-step transition probabilities in SADF. Assume the set of successor states of the current state $S_i$ is $T_{S_i}^s$, i.e., the set of states $T \in S_d^s$ such that $P^s_{d}(S_i, T) > 0$. For the state $T$, we do not make a transition direct to $T$, but add an additional intermediate state $T''$ which belongs to the state $T$, this state is reached by a probabilistic transition according to $P^s_d$ from state $S$. Since IMC does not directly support any probabilistic transitions, these probabilistic transitions are first represented by normal transitions labelled with $\sum_{T \in T_{S_i}^s} Prob^s_{d}(S_i, T)$, i.e., we have an non-deterministic “action” for each probabilistic option origination from the discrete-time Markov chains associate to the detector $d$ and the scenario $s$. In this way, the probabilistic transitions in the Markov chains associate to the detectors are unique labelled (associated) with the transitions in the resulting IMC. Latter, we will use $P^s_{d}(S_i, T)$ to replace the transitions labelled with $Prob^s_{d}(S_i, T)$ as a scheduler to solve the non-determinism in IMC. The unique identifica-

\[ \Phi(S_0) = \omega_1 \]  
\[ \Phi(S_1) = \omega_2 \]  
\[ \Phi(S_2) = \omega_3 \]  

Figure 4.8: An example of $(S, \iota, P, \Phi)$ in a detector
tion of probabilistic transitions in IMC and the forbid of these action names to appear in the synchronization set avoid these “probabilistic choice actions” to be synchronized with other actions. From the intermediate state $T''$, the only possible transition is to send a subscenario $\Phi_d'(T)$ back to the function module (expression $[4.4]$) and then the state $T$ is reached. To replace these transitions back to real probabilistic transitions will be discussed in Chapter 5.

**Example 4.2** Apply our definition to the Markov chain and $\Phi$-function in Figure 4.8, we obtain the following expressions. In the square brackets $[\cdots]$ is the actual probabilistic information of this transition. The corresponding IMC is illustrated in Figure 4.9.

\[
\begin{align*}
SP_{d}^{s} & := SP_{S_0}^{s} \\
SP_{S_0}^{s} & := req_{e_d} \cdot SP_{S_1}^{s} \\
SP_{S_1}^{s} & := Prob_{d}^{(e_d,S_0,S_1)}[\frac{3}{7}].SP_{S_2}^{s} + Prob_{d}^{(e_d,S_0,S_2)}[\frac{2}{7}].SP_{S_2}^{s} \\
SP_{S_0''} & := \overline{\omega_1}.SP_{S_0}^{s} \\
SP_{S_1}^{s} & := req_{e_d} \cdot SP_{S_1}^{s} \\
SP_{S_1'} & := Prob_{d}^{(e_d,S_1,S_2)}[1].SP_{S_2}^{s} \\
SP_{S_1''} & := \overline{\omega_2}.SP_{S_1}^{s} \\
SP_{S_2}^{s} & := req_{e_d} \cdot SP_{S_2}^{s} \\
SP_{S_2}^{s} & := Prob_{d}^{(e_d,S_2,S_0)}[\frac{1}{5}].SP_{S_0}^{s} + Prob_{d}^{(e_d,S_2,S_1)}[\frac{1}{2}].SP_{S_1}^{s} + Prob_{d}^{(e_d,S_2,S_2)}[\frac{3}{10}].SP_{S_2}^{s} \\
SP_{S_2''} & := \overline{\omega_3}.SP_{S_2}^{s}
\end{align*}
\]

**Definition 4.2** (The IMC semantics of scenario-specification module of SADF). Let $SP_{d}^{s}$ to be the IMCs according to discrete-time Markov chains in SADF for each $s \in S_d$, then the whole IMC $SP_{d}$ for the scenario specification part is defined as:

\[
SP_{d} = SP_{d}^{s_1} \parallel SP_{d}^{s_2} \parallel \cdots \parallel SP_{d}^{s_n} \quad (S_d = \{s_1, s_2, \ldots, s_n\})
\]

**The Semantics of Function Module**

The general form of a detector $d$ is shown in Figure 4.7. Since we integrate the data channels and control channels as variables into the process, which consumes the data
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Figure 4.9: The IMC semantics of the Markov chain \((S^D_d, \epsilon^D_d, \pi^D_d, \Phi^D_d)\)

tokens or scenario tokens from these channels, we need to synchronize with all the processes connected with \(d\). Note that only the channels between the detector \(d\) and its predecessor processes are integrated into \(d\). The channels connected with \(d\)’s output ports belong to its successor process respectively. Then \(d\) should integrate the channels from processes \(k_1, \ldots, k_m, d_1, \ldots, d_i\) as variables in its expressions. For each kernel \(k' \in \{k_1, \ldots, k_m\}\), the data channels to integrate in the the detector \(d\) are \(DC_{k',d}, \ldots, DC_{k',d}\). We use \(DB_{k',d} = (d b^1_{k',d}, \ldots, d b^{k',d}_{k',d})\) as the variables which are of type natural number to represent the status of these channels. For each detector \(d' \in \{d, d_1, \ldots, d_i\}\), the data channels from \(d'\) to \(d\) are \(DC_{d',d}, \ldots, DC_{y^{d',d}}\), and the control channels from \(d'\) to \(d\) are \(CC_{d',d}, \ldots, CC_{z^{d',d}}\). We integrate these data channels as variables of type natural number: \(DB_{d',d} = (d b^1_{d',d}, \ldots, d b^{y^{d',d}}_{d',d})\), and integrate these control channels as variables of predefined type control buffer: \(CB_{d',d} = (c b^1_{d',d}, \ldots, c b^{z^{d',d}}_{d',d})\). We denote the subscenario set \(\Phi^D_d\) belongs to each scenario \(s\) as \(\Omega^D_d\).

Definition 4.3 (The IMC semantics of function module) The IMC semantics of the function module in detector \(d\) is described by the following IML expressions:

\[
FP_d' (DB_{d',d}, CB_{d',d}, DB_{k_1, d}, \ldots, DB_{k_m, d}, DB_{d_1, d}, DB_{d_2, d}, \ldots, DB_{d_i, d}) = \]
\[
\sum_{s \in S_d} \text{req}_s \cdot FP_d^s \left( DB_{d,d}, DB_{k_1,d}, \ldots, DB_{k_m,d}, DB_{d_1,d}, \ldots, DB_{d_d,d}, DB_{d_d,d} \right) :
\]
\[
\text{if } \left| c_{b_1,d}^d \right| \geq 0 \land \left| c_{b_1,d}^d \right| \geq 0 \land \cdots \land \left| c_{b_1,d}^d \right| > 0 \land \left| c_{b_2,d}^d \right| \geq 0 \land \cdots \land \left| c_{b_2,d}^d \right| \geq 0 \land \left| c_{b_1,d}^d \right| \geq 0 \land \left| c_{b_2,d}^d \right| \geq 0 \land \left| c_{b_3,d}^d \right| = s, s \in S_k
\]
\[
+ \sum_{k' \in \{k_1, \ldots, k_m\}} \sum_{s' \in S_{k'}} \text{produce}^s_{k' \cdot} \cdot FD_d \left( \cdots, (db_{k',d}^d + R_{k'}^d(o_{k',d}^1)), \ldots, (db_{k',d}^{d'} + R_{k'}^{d'}(o_{k',d}^{d'})), \cdots \right)
\]
\[
+ \sum_{d' \in \{d_1, \ldots, d_d\}} \sum_{\omega \in \Omega_{d'}} \text{produce}^\omega_{d'} \cdot FD_d \left( \cdots, (db_{d',d}^d + R_{d'}^d(o_{d',d}^1)), \ldots, (db_{d',d}^{d'} + R_{d'}^{d'}(o_{d',d}^{d'})), \cdots \right)
\]
\[
\begin{align*}
\text{if } & (\left| c_{b_1,d}^d \right| > 0 \land \left| c_{b_2,d}^d \right| > 0 \land \cdots \land \left| c_{b_1,d}^d \right| > 0 \land \left| c_{b_2,d}^d \right| > 0 \land \left| c_{b_3,d}^d \right| = s, s \in S_k)
\end{align*}
\]
\[
\left( [t_0^1(o_{c',d}^1)] + + c_{b_1,d}^1, \cdots, [t_0^1(o_{c',d}^{d'})] + + c_{b_2,d}^{d'} \right) \cdots
\]
\[
\sum_{\omega \in \Omega_d^s} \omega \cdot FP_d^\omega \left( DB_{d,d}, DB_{k_1,d}, \ldots, DB_{k_m,d}, DB_{d_1,d}, \ldots, DB_{d_d,d}, DB_{d_d,d} \right) :=
\]
\[
\sum_{\omega \in \Omega_d^s} \omega \cdot \text{produce}^\omega_d \cdot FP_d \left( (db_{d_1,d}^d - R_{d_1}^d(i_{d_1}^1)), \ldots, (db_{d_d,d}^d - R_{d_d}^d(i_{d_d}^d)), (db_{b_1}^{d,k_1} - R_{b_1}^{d,k_1}(i_{b_1}^{d,k_1})), \cdots, (db_{b_2}^{d,k_2} - R_{b_2}^{d,k_2}(i_{b_2}^{d,k_2})), \cdots \right)
\]
\[
\begin{align*}
\text{if } & (db_{d'}^d \geq R_{d'}^d(i_{d'}^1) \land \cdots \land db_{d_d,d}^d \geq R_{d_d}^d(i_{d_d}^d) \land db_{b_1}^{d,k_1} \geq R_{b_1}^{d,k_1}(i_{b_1}^{d,k_1}) \land \cdots \land db_{b_2}^{d,k_2} \geq R_{b_2}^{d,k_2}(i_{b_2}^{d,k_2}) \land \cdots \land db_{b_1}^{d,k_1} \geq R_{b_1}^{d,k_1}(i_{b_1}^{d,k_1}) \land \cdots \land db_{b_2}^{d,k_2} \geq R_{b_2}^{d,k_2}(i_{b_2}^{d,k_2}) \land \cdots)
\end{align*}
\]
\[
\left( [t_0^1(o_{c',d}^1)] + + c_{b_1,d}^1, \cdots, [t_0^1(o_{c',d}^{d'})] + + c_{b_2,d}^{d'} \right) \cdots
\]

In these IML expressions, the variables \( db_{p',d}^1 \ldots db_{p',d}^{d'} \) represent the current status (number of data tokens) of the corresponding data channels from a process \( p' \) to \( d \), and the variables \( c_{b_1,d}^1 \ldots c_{b_2,d}^{d'} \) represent the current status (scenario string) of
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the corresponding control channels from a detector \(d'\) to \(d\). Initially the detector \(d\) can have three possible kinds of actions.

1. As soon as each control channel, which is connected with \(d\)'s control port, is not empty, \(d\) can start to determine the needed subscenario for its coming firing. It first determines the scenario which is to be sent to the scenario-specification module, the scenario is just the value sequence of the first scenario token of each control channel: \(\text{first}(cb_{d,d}^{1}) \times \cdots \times \text{first}(cb_{d,d}^{z}) = s \in S_{d}\). Then \(d\) sends a signal with the scenario information \(s\) to the scenario-specification module with the request of the subscenario (expression 4.5). The scenario-specification module returns with the subscenario(s) to the function module. The function module stores the subscenario and moves on to the expression \(FP_{d}^{\omega}(...)\) (expression 4.8). This can be seen as the equivalent semantic part to the “detect\((d)\)” transition in TPS semantics of SADF.

2. If \(d\) has received a synchronization signal from its successor processes, it must modify the variables correspondingly. In our example, if \(d\) has received a produce\(k'\) signal from kernel \(k'\), then \(d\) knows \(k'\) has finished its firing and then \(d\) checks the functions \(R_{k}^{\omega}(o_{k,d}^{1}), \ldots, R_{k}^{\omega}(o_{k,d}^{x})\). These functions return the information of how many tokens \(d\) need to be added to the corresponding data channels, and \(d\) modifies the variable \(db_{k,d}\) accordingly (expression 4.6).

3. The synchronization signals from successor detectors of \(d\) follow the same way but extended with the variables \(cb_{d,d}^{1}, \ldots, cb_{d,d}^{z'}\) are of type a control buffer and the result is a string of scenario values. This string of scenario values is concatenated with the end of the control buffer by using the operator \(+\).

The expression \(FP_{d}^{\omega}(...)\), which bears the \(\omega\) subscenario needed for later firing, starts to determine the data-token availability of each data channel, i.e. the data channels \(DC_{k1,d}', \ldots, DC_{km,d}', DC_{d,d}', \ldots, DC_{yd,d}'\). The data-token availability is to be checked with the aid of the functions \(R_{d}^{\omega}(i_{k1,d}^{1}), \ldots, R_{d}^{\omega}(i_{yd,d}^{e})\). If the data tokens are enough for the subscenario \(\omega\) in all these data channels, \(d\) starts to fire. We assume the execution time of \(d\) in subscenario \(\omega\) is a random variable governed by an exponential distribution and characterized by the rate \(\lambda_{d}^{\omega}\). Recall that the generic discrete execution time distributions in original SADF specification is now replaced by the rate \(\lambda_{d}^{\omega} = 1/e_{d}^{\omega}\), where \(e_{d}^{\omega} = \left(\mathbb{P}(E_{d}^{\omega} = e_{1}) \cdot e_{1} + \cdots + \mathbb{P}(E_{d}^{\omega} = e_{n}) \cdot e_{n}\right)\), where \(e_{1}, \ldots, e_{n}\), which represent a exponentially distributed delay with a mean duration of \(e_{d}^{\omega}\) time units. The Markovian transitions in IMC can be seen as the corresponding part of time transitions TPS semantics. After \(d\) finished its firing, \(d\) starts to consume
and produce data tokens and scenario tokens in each data/control channels, which connect with it. Since $d$ itself has the variables representing the status of each channel which connect $d$ with its predecessor processes, this is done by modifying the variables using the predefined functions on the corresponding data types. The status of channels, which are connected through the output port of $d$, needs to be modified by sending a synchronization signal “produce$_d^\omega$”, which means to the successor processes of $d$, that $d$ has finished its firing in subscenario $\omega$, and modify the status of corresponding control buffers according to the $R_d^\omega(\omega)$ function. This is equivalent to the “end($d$)” transitions in TPS semantics. After $d$ has determined the subscenario $\omega$ for later execution, $FP_d^\omega$ need also to allow the synchronization signals from its predecessor processes to modify the status of the channels (expression [4.10], [4.11]).

Note that the sequential transitions req$_s$ and $\omega$, $\lambda_d^\omega$ and produce$_d^\omega$ are seen as atomic, i.e., between these transitions, there are no produce synchronization requests from other processes allowed. The reason that no other transitions can interrupt the transitions between req$_s$ and $\omega$ is the request for subscenario costs no time, it is assumed these transition are internal transitions and happens instantaneously. The Markovian transition $\lambda_d^\omega$ and interactive transition produce$_d^\omega$ are also non-divisible, since the channel status modifications on each channel should happen directly after $d$’s firing.

Now we can get our whole IMC semantics $I_d$ of detector $d$ as follows:

$$I_d = D (DB_{d,d}, CB_{d,d}, DB_{k_1,d}, \ldots, DB_{k_m,d}, DB_{d_1,d}, CB_{d_1,d}, \ldots, DB_{d_j,d}, CB_{d_j,d} ) := (FP_d (DB_{d,d}, CB_{d,d}, DB_{d_1,d}, CB_{d_1,d}, \ldots, DB_{d_j,d}, CB_{d_j,d} ) \parallel A_d) \backslash A_d$$

where $A_d = \{ \text{req}_s \mid s \in S_d \} \cup \Omega_d$.

### 4.1.4 The Semantics of Kernels

Kernels are the functional components in SADF, they represent the data processing part of a streaming application. Different from detectors, kernels do not have a set of sub-scenarios and can determine directly the scenario needed for the coming firing from the value of the first scenario-token in each control ports. Note that for every process $p$, the function $R_p^s(c) = 1$, for every control port $c \in C_p$ and every $s$ belongs to the (sub)scenario set of $p$. Here, the way to identify the channels and ports is the same as the case in the detector. Therefore, a general form of kernel is shown in Figure [4.10].

**Definition 4.4 (The IMC Semantics of Kernels)** The IMC semantics of a kernel in a
SADF graph is described by the following IML expressions:

\[
K \left( \begin{array}{c}
\mathcal{DB}_{k, 1}, \mathcal{DB}_{k, 1, k}, \ldots, \mathcal{DB}_{k, m, k}, \mathcal{DB}_{d, 1, k}, \mathcal{CB}_{d, 1, k}, \ldots, \mathcal{DB}_{d, j, k}, \mathcal{CB}_{d, j, k}
\end{array} \right) := \sum_{s \in \mathcal{S}_d} K^s \left( \begin{array}{c}
\mathcal{DB}_{k, 1}, \mathcal{DB}_{k, 1, k}, \ldots, \mathcal{DB}_{k, m, k}, \mathcal{DB}_{d, 1, k}, \mathcal{CB}_{d, 1, k}, \ldots, \mathcal{DB}_{d, j, k}, \mathcal{CB}_{d, j, k}
\end{array} \right)
\]

\[
+ \sum_{k' \in \{k_1, \ldots, k_m\}} \sum_{s' \in \mathcal{S}_k'} \text{produce}_{k'}^{s'} \cdot K \left( \begin{array}{c}
\ldots, (d_{b, k, k} + R_{k}^{s, r}(o_{d, k, k})), \ldots, (d_{b, k, k'} + R_{k}^{s, r}(o_{d, k, k'})), \ldots
\end{array} \right)
\]

\[
+ \sum_{d' \in \{d_1, \ldots, d_i\}} \sum_{\omega \in \Omega_{d'}} \text{produce}_{d'}^{\omega} \cdot K \left( \begin{array}{c}
\ldots, (d_{b, d'} + R_{d'}^{\omega, r}(o_{d'}^{k, k})), \ldots, (d_{b, d'} + R_{d'}^{\omega, r}(o_{d'}^{k, k'})), \ldots
\end{array} \right)
\]

\[
K^s \left( \begin{array}{c}
\mathcal{DB}_{k, 1}, \mathcal{DB}_{k, 1, k}, \ldots, \mathcal{DB}_{k, m, k}, \mathcal{DB}_{d, 1, k}, \mathcal{CB}_{d, 1, k}, \ldots, \mathcal{DB}_{d, j, k}, \mathcal{CB}_{d, j, k}
\end{array} \right) :=
\]

**Figure 4.10:** A general form of kernels
Three possible kinds of actions:

1. If the status of the channels satisfies the prerequisite to fire, i.e., the kernel has determined the scenario \( s \) for subsequent firing from control channels \( C_{d_1,k}^1, \ldots, C_{d_1,k}^{z_{d_1,k}} \) and the data tokens are adequate in each data channel \( DC_{d_1,k}^1, \ldots, DC_{d_1,k}^{z_{d_1,k}} \), \( DC_{d_1,k}^{b_{d_1,k}} \), \( DC_{d_1,k}^{y_{d_1,k}} \) for the scenario \( s \), the kernel \( k \) starts to fire (expression 4.12). The execution time of \( d \) is described by a delay governed by an exponential distribution which is characterized by the rate \( \lambda_k^s \). We obtain the rates for kernels from the generic execution time distribution in original SADF specification in the same way as the detectors. Directly after the execution, the kernel \( k \) sends a synchronization signal to the related processes \( k_{m+1}, \ldots, k_n, d_{i+1}, \ldots, d_j \) to modify their channel status and also the variables present the corresponding channel status in \( k \) are changed (expression 4.15).

2. The kernel \( k \) may also receive the synchronization signals from \( k_1, \ldots, k_m \), that request to modify the corresponding channel status before and after it has determined the scenario, in which it is going to operate. (expression 4.13, 4.16).
3. The kernel $k$ receives the synchronization signals from $d_1, \ldots, d_i$, and changes the status of corresponding control channel before and after $d$ has determined the scenario, in which it is going to operate (expression 4.14, 4.17). These transition-meanings are identical with the definition in detectors.

**Lemma 4.1** The kernels belong to a subset of detectors. In other words, a kernel $k$ is a detector $d_k$ has following form:

- $d_k$ does not connect with any control channels through its output ports, and the input ports and control ports are identical with $k$,
- the scenario set and subscenario set are identical to the scenario set of $k$: $\Omega_{d_k} = S_{d_k} = S_k$,
- the a set of $\{ (S^s_{d_k}, \epsilon^s_{d_k}, \mathbb{P}^s_{d_k}, \Phi^s_{d_k}) \mid s \in S_k \}$, where $S^s_{d_k} = S, \epsilon^s_{d_k} = S, \mathbb{P}^s_{d_k} (S, S) = 1, \Phi^s_{d_k} (S) = s$,
- the rate function of $d_k$: $R^\omega_{d_k}$ is identical with the $R^s_k$ function in $k$ for all input ports and output ports belong to $d_k$,
- the function $E^\omega_{d_k}$ and the probabilistic distribution $\mathbb{P}(E^\omega_{d_k} = e)$ on the samples in $E^\omega_{d_k}$ are also identical with the functions $E^s_k$ and $\mathbb{P}(E^s_k = e)$ in $k$.

An illustration of the $(S^s_{d_k}, \epsilon^s_{d_k}, \mathbb{P}^s_{d_k}, \Phi^s_{d_k})$ of scenario $s \in S_k$ is shown in following figure:

```
  1
start → S | \Phi^s_{d_k} (S) = s
```

### 4.2 The IMC Semantics of an SADF Graph

To define the IMC semantics of a given SADF graph, our idea is to gradually add the processes into the current generated IMC which represents the partial SADF graph, until the whole SADF graph is obtained.
Different from compositional aggregation approach, the ordering to involve the components is irrelevant here if we generate the system directly. But the synchronization set of parallel composition should be different if the ordering changes.

Now we show how to get the IMC of partial SADF graph by using parallel composition. Assume we have two IMCs $I_{p_x}$ and $I_{p_y}$ to represent the processes $p_x$ and $p_y$ respectively, then the IMC for the partial SADF graph with only $p_x$ and $p_y$ can be defined as $I_{p_x} \parallel_A I_{p_y}$, where $A$ is the action set that the both IMCs are forced to perform simultaneously (recall that this rule of parallel composition in IMC is similar to TCSP \[21\]). Recall that the action sets of $p_x$ and $p_y$ are denoted as $\text{Act}_{p_x}$ and $\text{Act}_{p_y}$ respectively. Then the synchronization sets $A$ between process $p_x$ and $p_y$ is defined as $A = \text{Act}_{p_x} \cap \text{Act}_{p_y}$.

Now we add the processes into the current generated IMC one by one until no process in the SADF graph is left, then we hide all actions used for synchronization. Assume we have now an IMC represent a partial SADF graph with a set of processes $\{p_1, \ldots, p_N\}$, then we pick one process $p_{N+1}$ which are not in the partial SADF and use parallel composition to involve this process into our partial SADF graph to form a new one.

Assume we have already construct an IMC represents a partial graph of SADF with the following form:

$$I_{p_1} \parallel A_1 I_{p_2} \parallel \cdots \parallel A_{N-1} I_{p_N}$$

Now we add the IMC of process $p_{i+1}$ into our obtained partial SADF graph, then IMC need to parallel composed with the IMC of process $p_{i+1}$ and with a new synchronization set $A_i$. The resulting IMC has the form:

$$(I_{p_1} \parallel A_1 I_{p_2} \parallel \cdots \parallel A_{N-1} I_{p_N}) \parallel A_N I_{p_{N+1}}$$

where $A_N = \text{Act}_{p_{N+1}} \cap (\text{Act}_{p_1} \cup \cdots \cup \text{Act}_{p_N})$.

Return to the initial channel status in SADF, we recall that the initial data channel status is determined by the function $\phi^* : B_d \to \mathbb{N}$ and the initial control channel status by the function $\psi^* : B_c \to \bigcup_{c \in B_c} \Sigma_c^*$. We can simply translate the initial status into our definition by assigning values to the according channel variables in IML expressions. For instance, if we have a data channel $DC_{p_x,p_y}$ and with the initial function that $\phi^*(DC_{p_x,p_y}) = n \in \mathbb{N}$, then in the definition of process $p_y$, the initial value of variable of $DC_{p_x,p_y}$ is assigned to $n$. Similar is the case of initial control channel status. Then the IML expressions of a process $p$ should have this form: $I_p = P(\phi^*(\cdots), \cdots, \phi^*(\cdots), \psi^*(\cdots), \cdots, \psi^*(\cdots))$.

Now we demonstrate the IMC semantics of SADF with an example shown in Figure 4.11.
Example 4.3  The SADF specification is shown in Figure 4.11. The SADF graph with two kernels $A$, $B$ and one detector $D$ is illustrated in the upper right. In the bottom right is the Markov chain associate with detector $D$ for determination of subscenarios. On the right side is the function table of execution times and rates. And the initial channel status (initial data tokens and scenario strings) is represented as red points.

The semantics of the SADF specification of Example 4.3 is defined as follows:

$$ S := (I_a || G_1 I_b || G_2 I_d) \setminus H $$

where

- $I_a = A (db_{b,a}^1 = 0, cb_{d,a}^1 = 1)$
- $I_b = B (db_{b,a}^1 = 2, cb_{d,a}^1 = 1)$
- $I_d = D (db_{b,a}^1 = 1)$

$G_1 = G_2 = H = \{ \text{produce}^x_x | x \in \{a, b, d\}, y \in \{s,t\} \}$.

<table>
<thead>
<tr>
<th>Process</th>
<th>$\lambda^s_d$</th>
<th>$\lambda^t_d$</th>
<th>ports</th>
<th>$R^s_d$</th>
<th>$R^t_d$</th>
<th>$t^s_d$</th>
<th>$t^t_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>0.0490</td>
<td>0.1</td>
<td>$i_{b,d}$</td>
<td>1</td>
<td>1</td>
<td>S</td>
<td>T</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$o_{d,b}$</td>
<td>1</td>
<td>1</td>
<td>S</td>
<td>T</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$o_{d,a}$</td>
<td>1</td>
<td>1</td>
<td>S</td>
<td>T</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Process</th>
<th>$\lambda^s_a$</th>
<th>$\lambda^t_a$</th>
<th>ports</th>
<th>$R^s_a$</th>
<th>$R^t_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>0.0347</td>
<td>–</td>
<td>$o_{a,b}$</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$i_{b,a}$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$c_{d,a}$</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Process</th>
<th>$\lambda^s_b$</th>
<th>$\lambda^t_b$</th>
<th>ports</th>
<th>$R^s_b$</th>
<th>$R^t_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>0.0588</td>
<td>0.0313</td>
<td>$i_{a,b}$</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$o_{b,a}$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$o_{b,d}$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$c_{d,b}$</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 4.11: An SADF graph with its execution time distribution function and the rates of processes.

The IMC of kernel $A$ (for $B$ analogously) is defined as an expression in IML as follows:

$$ A \left( db_{b,a}^1, cb_{d,a}^1 \right) := 0.0347 \cdot \text{produce}^x_x . A \left( db_{b,a}^1 - 1, \text{tail} \left( cb_{d,a}^1 \right) \right) : $$

$$ if \quad \text{first} \left( cb_{d,a}^1 \right) = s \land db_{b,a}^1 \geq 1 $$
The IMC of detector $D$ is defined as an expression in $\text{IML}$

$$I_d = FD_d \ (db_{b,a}=1) \ \| \ A_d \ SP^{e_D}_d,$$

where $FD_d \ (db_{b,a}=1)$ is defined by the way that definition 4.3 describes, $A_d = \{\text{req}_{e_D}, s, t\}$, and the $SP^{e_D}_d$ is illustrated in Figure 4.12.

\textbf{Figure 4.12:} The IMC of $SP^{e_D}_d$

The generated IMC of this example is shown in Figure 5.11.
4.3 The Non-determinism and Properties in the resulting IMC

If we have constructed an IMC of an SADF graph according to the aforementioned approach, the IMC we obtain is obviously a closed IMC, i.e., all the actions in the resulting IMC are internal actions and these actions cannot be delayed, because the IMC has no actions to synchronize with other actions from external environment outside the SADF graph. On the other hand, in the resulting IMC, the transitions can be only probabilistic transitions, $\tau$-transitions or Markovian transitions, since the action set $A$ for hiding contains all actions in the resulting IMC. Furthermore, after generation of the whole IMC, applying stochastic branching bisimulation on the IMC should give us a minimized IMC.

As pointed out by [19], stochastic branching bisimulation facilitates to resolve the non-determinism in IMC, if any outcome of the non-deterministic choice leads to the same class of behaviors. In many cases of our SADF models, the minimized IMC by applying stochastic branching bisimulation has no $\tau$-transition anymore, i.e. the non-determinism in the IMC after reducing is resolved. We discuss some situations about non-determinism in our IMC model in comparison with the non-determinism in the original TPS semantics of SADF. Note that after we have generated our IMC of an SADF graph, only three kinds of transitions are left: probabilistic transitions, internal $\tau$-transitions, and Markovian transitions. Probabilistic transitions are labeled together with its process name, i.e. with the form of $(d, p_d)$ ($d$ is the process this probabilistic transition belongs to, $i$ is the index of this probabilistic transition in the process $d$). Here we adopt this form of transitions to represent the reactive model of probabilistic processes [44]. According to the IML definition, the probabilistic transitions have this form: $\text{Prob}_d^{(\omega,x,y)}$, where $d$ is the detector name, $\text{Prob}$ indicates this is a probabilistic transition (note that IML does not support any probabilistic transitions, we first treat the transitions as normal transitions labelled with “$\text{Prob}$”), and $(\omega, x, y)$ is the index (identifier) of the probabilistic transition means this probabilistic transition belongs to detector $d$, and is the transition from state $x$ to $y$ in Markov chain associated with sub-scenario $\omega$. Latter the real probabilistic information will be added by replacing this label with the corresponding probability.

Some observations. In following discussion, we first distinguish two assumptions defined in process algebra [36].

Maximal progress The internal interactive transitions take precedence over Markovian transitions.
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**Action urgency** Markovian transitions can only happen when there is no other transitions than Markovian transitions can happen.

If we have only maximal progress assumption on the resulting IMC, there exists a non-deterministic choice in the IMC between probabilistic transitions and Markovian transitions. The maximal progress only resolve the conflict between \(\tau\)-transitions (transitions labelled with produce) and Markovian transitions, i.e., the actions to modify the status of channels (also indicate the finalizing the firing of processes) is prioritized over advancing time. This assumption matches the original TPS semantics in [42] that requests the time transition can happen when no end action transitions are enabled. This non-determinism can be resolved by a scheduler, which has an impact on the metrics like throughput and buffer occupancy. Hence, in following discussion, we will concentrate on the IMC in which the action urgency assumption is applied, i.e., we assume the probabilistic transitions should happen instantaneously, because that making a decision of probabilistic choices costs no time. Since only three kinds of transitions are present in the resulting IMC, the action urgency makes sure that the Markovian transitions are postponed to some state where probabilistic transitions and internal interactive transitions can not happen any more.

Here, we call a process in SADF model is ready-to-execute when the process has determined the execution (sub)scenario and the data tokens in each corresponding channels are enough for firing. We assume the execution time (if not zero) of this process is modeled by a exponentially distributed delay characterized by the rate \(\lambda\) (or \(\mu\)).

1. **Ready-to-execute processes conflict** (Figure 4.13(a)) Assume we have two or more processes are ready-to-execute at the same time and can perform their (Markovian) transitions. Recall that from 2.2.1, we have a resulting IMC shown in Figure 4.13(a). If the transitions were treated as normal transitions, after the processes are parallel composed (interleaving), the non-determinism would occur. In the case of Markovian transitions, the IMC we obtained has the same form like the normal transitions [27] due to the expansion law is hold for exponential distribution, but with a different meaning. In the example of Figure 4.13(a), after parallel composition of two ready-to-execute processes, first to take the Markovian transition \(\lambda\) or \(\mu\) is not non-deterministic. From [20], we know the probability that the Markovian transition with rate \(\lambda\) happens earlier than the Markovian transition with rate \(\mu\) within time \(d\) is \(\frac{\lambda}{\lambda+\mu}\) and similarly the probability that the Markovian transition with rate \(\mu\) happens earlier than the Markovian transition with rate \(\mu\) within time \(d\) is \(\frac{\mu}{\lambda+\mu}\). Note that, even two processes have the same rate in both Markovian transitions (i.e., they have the same mean time of firing), they will not finish their firings at the same time, since the firing time is modeled as a random variable which is exponentially distributed. In the TPS semantics of SADF, if two or
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Figure 4.13: Non-determinism in IMC model of SADF specification
Chapter 4. The IMC Semantics of SADF

The conflict between probabilistic transitions

Figure 4.14: The conflict between probabilistic transitions
more processes have the same remaining firing time, non-determinism arises between the end action transitions of these processes. This kind of non-determinism does not exist in IMC semantics. On the other hand, in the IMC semantics of SADF, if two or more processes are ready-to-execute and the firings of all these processes cost no time, the way to resolve the non-determinism (i.e. the scheduler) to may affect certain performance metrics like max buffer occupancy. This problem is discussed further on in this section.

2. The conflict between normal transitions and Markovian transitions (Figure 4.13(b))

These conflicts are resolved by action urgency assumption. Since all the normal transitions in our IMC model are used for synchronization, these transitions are hidden (turn into $\tau$-transitions) after we generate the whole system. By the assumption of maximal progress, the Markovian transitions are postponed if they are conflicting with the $\tau$-transitions. The states and transitions reached by taking the Markovian transitions are removed.

3. The conflict between probabilistic transitions and Markovian transitions (Figure 4.13(c))

These conflicts are resolved by action urgency assumption. If one process can emanate a probabilistic transition and the other can first make a Markovian transition, they seem to conflict with making both transitions at the same time point after parallel composition. But the probabilistic transition should happen instantaneously, whereas the probability of Markovian transition to happen at once is zero. Consequently, the probabilistic transitions in our IMC should take precedence over Markovian transitions.

4. The conflict between normal transitions and probabilistic transitions (Figure 4.13(d))

In TPS and IMC semantics of SADF, the end actions and produce actions are used to modify the status of channels respectively. In IMC semantics, if all processes in all their (sub)scenarios need some time greater than zero to finish their firings, due to action urgency assumption, only one produce transition (after hiding as $\tau$-transition) can happen between two successive Markovian transitions. The multiple produce transitions can only happen between two successive Markovian transitions, if the produce transition following the Markovian transition enables some processes cost no time to finish their firings in their (sub)scenarios. This situation is illustrated by the Figure 4.13(d), and in this figure a non-deterministic choice between two normal transitions $a$, $b$ (in the IMC semantics of SADF can be seen as two different produce actions) and a probabilistic transition $(d, \nu)$ exists. It is also analogous if we have multiple probabilistic transitions. If we hide $a$ and $b$ actions, after (stochastic) branching bisimulation, only the probabilistic transition are left. The non-determinism is resolved by (stochastic) branching bisimulation. One issue reveals here is the IMC is not state-oriented but behavior-oriented [27] and the states in IMC is not revelent. This property
of IMC has an impact on some performance metrics in SADF, e.g., if we want to know the max buffer occupancy in SADF. Recall that the status (the current tokens) of a channel is modeled in IMC as variables integrated in the processes. Let us consider a simple SADF shown in following figure:

![SADF diagram](image)

In this SADF graph, if both firings of kernel A and B in their scenarios cost no time, there will be a non-deterministic choice between produce\textsubscript{A} and produce\textsubscript{B}. If produce\textsubscript{A} happens first, the maximal buffer occupancy in DC\textsubscript{A,B} is 2 (i.e., the data value of DC\textsubscript{A,B} integrated in the state is 2) and the maximal buffer occupancy is 1. If produce\textsubscript{B} happens first, then DC\textsubscript{B,A} has a maximal buffer occupancy of 2 and DC\textsubscript{A,B} has a maximal buffer occupancy of 1. Therefore, the way to resolve the non-determinism has an impact on the maximal buffer occupancy distribution. In our case, this differences of states are not distinguished. Furthermore, the channel status integrated in the process as variable is only visible, when we show the value of the variable integrated into an additional action. To investigate such properties in SADF graph, we need other techniques.

5. The conflict between probabilistic transitions (Figure 4.14) The complex situation occurs if there are more than one process can make probabilistic choice at the same point in the SADF specification. In our model, if we parallel compose with such processes, we should have a reactive model of probabilistic process [44]. From the discussion above, we know that the conflict between normal transitions and probabilistic transitions is solved by branching bisimulation and only probabilistic transitions are left. So, we only discuss the conflicts between probabilistic transitions. Fortunately, the order of choosing which process happens first does not influence probability to reach the states (cf. Figure 4.14). First, we know the Markovian transitions are postponed to some states where no \(\tau\)-transitions and probabilistic transitions can happen any more (due to action urgency), and the transitions between two successive Markovian transition cost no time (contains no information of time). In Figure 4.14, we assume the points colored with red, blue, yellow and green are the states where no probabilistic and normal transitions are possible, and no \(\tau\)-transitions are left due to branching bisimulation. From this figure, we can see that the probabilities to reach these states does not depend on the choice of which detector \(d\) or \(d'\) goes first, we reach the same state with the same probability. This phenomenon also matches the diamond property in TPS semantics of SADF introduced in Section 3.3.2. Based on this property, we can set the priority on processes intentionally to resolve the non-determinism, for instance, in Figure 4.14 we may set either \(d\) goes first or \(d'\) goes first after we have generate the IMC model.
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To sum up, from TPS semantics of SADF, many long-run average metrics of an SADF are not affected by the scheduler used for resolving non-determinism. This is also valid in our IMC semantics of SADF. First the action urgency assumption postpones the Markovian transitions to the states, where no synchronization and probabilistic choice action is possible. This means that between two successive Markovian transition, no temporal information is contained, and the probabilistic transitions and synchronization transitions has only divided the states where only the next Markovian transitions can happen, into certain equivalent classes. Then we have shown such classes are not affected by synchronization actions but by probabilistic choices (the conflict between normal transition and probabilistic transitions). After that, the diamond property assures the scheduler to resolve the non-determinism will not affect on the reachability of each equivalent class and leaves the temporal properties of IMC untouched. This observation matches the long-run equivalence in [41].

4.3.1 Infinite System caused by Non-determinism

In SADF graph, the circular dependency of components makes sure that the resulting semantic model is bounded. But in our IMC model, if the original SADF is untimed, an infinite system may be caused by the parallel composition of the components that are not strongly connected, which violates the circular dependency. Figure 4.15 illustrates such an SADF graph with this issue. This SADF graph is an example of the MPEG-4...
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decoder but with only one scenario \( P_0 \). The channels with rate 0 at their input ports and output ports are simply removed here, and the firings of all processes cost zero (no) time. The zero execution time of processes leads to a non-deterministic choice if at the same time point two or more processes are ready-to-execute. Note that, if a process cost some time to finish its firing, there must be a Markovian transition (with rate \( \lambda \)) between the transitions used for synchronization with this form: \( \cdots \xrightarrow{\alpha} \xrightarrow{\lambda} \xrightarrow{\beta} \cdots \). Since the firing of processes cost no time, there will no such transitions (no Markovian transition can express an immediately firing), to add a special interactive transition (e.g., like a transition \( \xrightarrow{\text{execution}_p} \) ) to indicate a process’s zero-time execution is also not an option here, since this complicates the system and such transitions will be hidden finally. Now, we simulate to generate the IMC of this SADF model. Since there is no scenario tokens in any control channels in the SADF, the only possibility is the FD starts to execute (one data token is available in \( DC_{rc,fd} \) and then it consumes the data token and produces one scenario token \( P_0 \) to each control channel which are connected with its output ports (i.e. \( CC_{fd,vld}, CC_{fd,idct}, CC_{fd,mc}, CC_{fd,rc} \)). Now, the kernels VLD, IDCT, MC are all ready-to-execute, since all their execution time is zero. A non-deterministic choice exists now among these three processes.

Assume we let MC to fire first rather than VLD and IDCT, and direct after MC’s firing, MC produces one data token into the channel \( DC_{mc,rc} \) and consumes the data token in channel \( DC_{rc,mc} \) (the production and consumption of data tokens cost also no time), and then VLD, IDCT, RC are ready-to-execute. Again, all the processes VLD, IDCT, RC cost zero time to execute, and a non-deterministic choice appears here. Now, we unfairly let RC fire before VLD, IDCT again, then after RC’s firing, it produces directly one data token to \( DC_{rc,mc} \) and consumes the data token in \( DC_{mc,rc} \). Now VLD, IDCT, FD are all ready-to-execute, and again we let FD to fire before VLD, IDCT and the competition between the two processes VLD, IDCT and the three processes FD, MC, RC repeats. As a result, if we always suppress the firing of VLD and IDCT, then the three processes FD, MC and RC form an execution circle. Now we observe at the status of control channels \( CC_{fd,vld} \) and \( CC_{fd,idct} \) in this unfair situation: after every execution loop of the three processes FD, MC and RC, the detector FD will produce one scenario token \( P_0 \) to all control channels including \( CC_{fd,vld} \) and \( CC_{fd,idct} \). However, VLD and IDCT have never the chance to consume these control tokens due to the suppression. Therefore, the channels \( CC_{fd,vld} \) and \( CC_{fd,idct} \) collect the control tokens produced by FD infinitely. To solve this problem, we can manually set that the kernel RC as the last process of each execution “loop” among all these processes, i.e., we manually let the VLD, IDCT to synchronize RC with a additional execution end action indicating RC’s finish of firing in scenario \( P_0 \). This assumption guarantees the processes VLD, IDCT, MC and RC consume the scenario tokens from their control channels at the same pace, and the system becomes never infinite.
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State Space Generation, Analysis of IMC and Case Studies

In Chapter 4, we presented a framework to define the IMC semantics using IML expressions for every component in an SADF specification. As we can see, the IML expressions only define the possible behaviors of components, but for the generation of the IMC model, we exploit the CADP (Construction and Analysis of Distributed Process) toolset developed by the VASY team at INRIA Rhone-Alpes. The CADP toolset allows us not only to generate the IMC model by giving the IML expressions, but also provides tools to analyze the generated model qualitatively and quantitatively [14]. The strength of IMC is the integration of stochastic behavior into the framework of process algebra, which allows to check both functional properties and temporal properties. The CADP toolbox provides a mature solution covering the three phases of model checking: state space generation, state space minimization, functional and numerical analysis.

5.1 Overview of CADP toolbox

Figure 5.1 shows us the mainly used tools in CADP in our case.

System behavior description. Our first step is to translate the IML expressions into the system specification language LOTOS in CADP. From Chapter 2 we know that in the IMC, the stochastic and interactive transitions are strictly separated. On the one hand, this separation facilitates a clear semantical model [19], on the other hand, this makes
IMC also compatible with most existing process algebras without additional syntactic and semantic modifications \cite{14}. Therefore, CADP did not develop new tools for IMC but only extended its functionality with the support of Markovian transitions. CADP adopts the process algebra LOTOS for process\footnote{The definitions of process are used both in SADF specification and in process algebras and have different meanings. To distinguish the process definition, the process defined in process algebra is written as “process”} specification. LOTOS is an ISO standardized Formal Description Technique and widely used for the specification of large concurrent systems. In LOTOS, two sub-languages are used for system specification: the abstract data type language ACT ONE for the data algebraic part, and a process algebra based on combination of CCS and CSP for the control part. The translation from IML to LOTOS is described in Section\ref{sec:5.2}.

Figure 5.1: The mainly used tools of CADP in our case
State space generation. Our next step is to generate the state space of our IMC model. This is done by the tools CAESAR and CAESAR. ADT. The tools CAESAR. ADT and CAESAR compile the data part and the control part of LOTOS to C code respectively. CAESAR is responsible for generating the LTS according to our given LOTOS specification. The obtained LTS is encoded in the BCG (sometimes also AUT) format and then can be used for further analysis or minimization. If our model is an IMC rather than an LTS, we need to turn the LTS into the corresponding IMC. In the generated LTS, the Markovian transitions or the probabilistic transitions are only treated as normal labelled transitions without any synchronization capabilities. To turn the LTS into IMC, we employ the BCG_LABEL tool of CADP, which can replace these normal labelled transitions with Markovian transitions or probabilistic transitions and adds the rate/probabilistic information into the transitions.

State space minimization. For state space minimization, we employ the BCG_MIN tool. In Chapter 2, we introduced several equivalence notions on IMCs, e.g., strong bisimulation, weak bisimulation and stochastic branching bisimulation. The BCG_MIN tool in CADP supports the these minimization techniques on the generated state space of IMC. The tool BCG_MIN accepts the following three kinds of (extended) LTS in BCG graph format and does the minimization based on the modulo bisimulation equivalence.

- **normal** LTS;
- **probabilistic** LTS, whose transitions may have the following three forms:
  - $\xrightarrow{a}$: a normal transition $a$,
  - $\xrightarrow{p}$: a probabilistic transition with a probability $p \in (0, 1]$,
  - $(a, p)$: a transition labelled by the couple $(a, p)$.

  The last form can represent the different models, i.e. reactive, generative and stratified models of probabilistic processes introduced in [44]. We will see later we adopt reactive model of probabilistic transitions in our IMC model;
- **stochastic** LTS, whose transitions are similar as in the probabilistic case, with the probability $p$ is replaced by a rate $\lambda$ (a positive real number).

Functional verification. For functional verification, we use the ACTL Logic [35] implemented by XTL Language in CADP toolset. ACTL is an action-based temporal logic, and especially appropriate for the behavior-oriented specifications.
Performance evaluation. The two tools BCG\textsubscript{Steady} and BCG\textsubscript{Transient} can do performance analysis on (extended) CTMCs or DTMCs. For each state of a given CTMC or DTMC, the tool BCG\textsubscript{Steady} computes the probability to be in that state on the long run based on a Gauss-Seidel algorithm. The tool BCG\textsubscript{Transient} computes the transition probability distribution of a given (extended) CTMC or DTMC at user-given time instances based on the uniformization algorithm and the Fox-Glynn method \cite{14}. Beyond this, both tools can also compute the transient and steady transition throughputs. These (labelled) transition throughputs are computed as follows: for each occurring of a transition labelled with "x", all Markov transitions "x; rate %f" are collected in a weighted sum, where the respective %f value is weighted with the transient (or steady) probability of the tangible source state of this transition.

5.2 Generation of IMC models

To generate the IMC models, we translate the IML expression into two parts, the data part and the control part. In the data part, the data types used in the control part are (pre)defined. In the control part, the behavior of system are formally defined by using LOTOS like other process algebras.

5.2.1 Definition of data types

To generate the IMC of an SADF graph from the definition in Chapter 4, we need to translate our IML expressions into LOTOS. The first step is to define our data types by using the formal algebraic specification language ACT\textsubscript{One}. We define here two data types, i.e., scenario token and control buffer. Since the data channel in SADF is treated as natural number (a counter), which is predefined in CADP, we just use it by a declaration. Since the basic data type boolean is also needed in our definition, we include again the boolean data type in front of our definition.

The data type SCENARIO\_TOKEN consists of the definitions of sorts, operations (opns), and equations (eqns). A sort is a set of values. In our case, we have only one sort called the Scenario\_Token. Then the values (e.g. S, T, and default) of sort Scenario\_Token are defined as constructors (basic elements) in the operation part. Further, a function called eqt is also declared in the operation part to compare the values of (sub)scenario tokens. This function is defined in the eqns section, which takes two scenario tokens as arguments and returns "true" if the two scenario tokens are identical, and otherwise it
returns “false”. A fragment of the Act One definition of SCENARIO_TOKEN is shown in Figure 5.2. Now we define the data type of control buffer. In Chapter 4, we introduced

```plaintext
type SCENARIO_TOKEN is Boolean
sorts Scenario_Token
opns
  S  (*! constructor *),
  T  (*! constructor *),
  default (*! constructor *) :-> Scenario_Token
  _ eqt _ : Scenario_Token, Scenario_Token -> Bool
eqns
  forall x:Scenario_Token, y:Scenario_Token
    ofsort Bool
    x eqt x = true;
    x eqt y = false;
endtype
```

Figure 5.2: A definition fragment of data type SCENARIO_TOKEN

some functions in the control buffer informally, and now we define the functions by using Act One. The first line says that the functions in data type CONTROL_BUFFER can return values in data types boolean, SCENARIO_TOKEN, and natural numbers. The only sort in the control buffer is called Control_Buffer (lists of sort Scenario_Tokens) and consists of two constructors: Nil and Produce. Nil is the bottom symbol of a control buffer and represents an empty control buffer. The elementary constructor Produce is used to add values of scenario tokens to the front of the control buffer, and is defined as a function, which takes a value of data type Scenario_Token and a list of Scenario_Tokens as argument and returns the new list of Scenario_Tokens. Also a function Batch_Prod is defined, this function is used, if we need to add several scenario tokens of the same value into the list. This function takes three arguments: the value of Scenario_Token, a natural number (how many tokens to be added), and the list of Scenario_Tokens, then it returns the new resulting list of Scenario_Tokens. The Consume function is used to remove the topmost scenario token of the list.

5.2.2 Definition of Control Part

The process algebra LOTOS is standardized by Iso and based on CCS and CSP. The semantics of parallel composition in LOTOS has the same form in CSP, which forces the
type CONTROL_BUFFER is Boolean, SCENARIO_TOKEN, Natural

sorts
Control_Buffer

opns
Nil (*! constructor *) : -> Control_Buffer
Produce (*! constructor *) :
Scenario_Token, Control_Buffer -> Control_Buffer
Batch_Prod : Scenario_Token, Nat, Control_Buffer
-> Control_Buffer
Consume : Control_Buffer -> Control_Buffer
Empty : Control_Buffer -> Bool
First : Control_Buffer -> Scenario_Token
Last : Control_Buffer -> Scenario_Token

eqns
forall ST: Scenario_Token, CB: Control_Buffer, N: Nat
ofsort Control_Buffer
(* Consume (Nil) is not defined *)
Consume (Produce (ST, Nil)) = Nil;
not (Empty (CB)) =>
    Consume (Produce (ST, CB)) = Produce (ST, Consume (CB));
Batch_Prod (ST, 0, CB) = CB;
Batch_Prod (ST, N, CB) = Batch_Prod (ST, (N-1), Produce (ST, CB));
ofsort Bool
Empty (Nil) = true;
Empty (Produce (ST, CB)) = false;
ofsort Scenario_Token
(* First (Nil) is not defined *)
First (Produce (ST, Nil)) = ST;
not (Empty (CB)) =>
    First (Produce (ST, CB)) = First (CB);
(* Last (Nil) is not defined *)
Last (Produce (ST, CB)) = ST;
endtype

Figure 5.3: A definition fragment of control buffer

actions to be synchronized if they are in the synchronization set. In IMC, the actions in
synchronization set between two behavior expressions are also forced to synchronize,
so we can translate our parallel composition operation in IMCs directly into Lotos. We
first introduce some basic terminologies in Lotos comparing with IMC and then the
basic operators in Lotos and their semantics.
5.2. Generation of IMC models

Concept and Terminologies in Lotos

Process
The processes are the elementary components of a system. In our case, the kernels and detectors are defined as processes in Lotos (cf. Figure 5.4). Also local process definitions in a process are possible, for example, the process detector consists of scenario-specification module and functional module, and both modules are defined as processes. The process describes a certain functionality of a component. If we can hide all the state transitions and interactions happened inside the process according to a certain abstraction level, then the process can be seen as a black box leaving specific interfaces to communicate/synchronize with other processes.

```
process D(pro_d1, pro_d2, pro_d3, Lambda_DS, Lambda_DT, Produce_B, Produce_D) :
  noexit :=
  hide Req_sub, Subscenario in
    (FP[Lambda_DS, Lambda_DT, Produce_D, Produce_B, Req_sub, Subscenario](1 of Nat)
     |[Req_sub, Subscenario]|
     SP_ddef[pro_d1, pro_d2, pro_d3, Req_sub, Subscenario])
  where
    process FP[Lambda_DS, Lambda_DT, Produce_D, Produce_B, Req_sub, Subscenario](DB_b2d: Nat) :
      noexit :=
        [behavior expression]
    endproc
  .......
endproc
```

Figure 5.4: An excerpt of the definition of detector D

Events
The synchronization between processes is called an event. Therefore, events provide a process the opportunity to communicate with its outside environment and to participate a certain function task. Events between processes allow three kinds of synchronization:

- **Pure synchronization.** The processes to be synchronized are forced to make a transition together.

- **Synchronization with value passing.** If one process finishes its task with certain parameter, this process can synchronize with another process and pass the parameter to the other process. In our case, the detector may finish its firing and pass the determined scenario to the processes it controls.
• *Synchronization with value agreement*. Two or more processes can agree with a set of values during synchronization.

**Gate**

An event occurs at gate, and if the synchronization has no data exchange, the event name is the same as the gate name. So, in basic LOTOS, an observable action coincides with a gate name. In full LOTOS, the gate can contain values of different data types. For instance, in our example, the process of detector $D$ may provide a gate named `Produce_D` together with a (sub)scenario token and synchronize with other processes based on the value of (sub)scenario token, e.g., `Produce_D !S of Scenario_Token`. The expression in IML `produce_D` is equivalent to the gate `Produce_D !S of Scenario_Token` in LOTOS. Another form of gate is `Produce_D ?ST : Scenario_Token`. This kind of gate can be used, for instance, if another process is waiting for detector $D$ to synchronize with a set of values and then determines its later behavior depending on the scenario values. The `ST` is a variable here and then is assigned to the value of the scenario after synchronization, and the `?` means the variable is a value among the sort (set) `Scenario_Token`. It may also happen that the processes at the both sides have this form of gate, then a gate with a certain set of value is allowed to synchronize (synchronization with value agreement).

In the behavior expressions of processes, several possible operators are used. Here we introduce some operators used in our case.

**Sequentiality**

The operator “;” in LOTOS is called the *action prefix*. It is equivalent to the “.” operator of IML. It is used to prefix an behavior expression with an gate (action), e.g., an expression (action; $B$) in LOTOS means the process executes the action and then behaves like $B$. Several actions may associated sequential by using action prefix with this form action$_1$; . . . ; action$_n$; $B$.

**Choice**

The choice operator “[]” has the same semantics as the choice operator “+” in IML. This operator allows process to behave alternatively. An behavior expression $B_1$ [ $B_2$ means the system can behave either like a $B_1$ or like a $B_2$, but as soon as it enters the behavior expression $B_1$ or $B_2$, the other one is discarded automatically.

**Parallelism**

For describing the parallelism of system, LOTOS provide three operators, i.e., interleaving, partial synchronization, full synchronization.
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Interleaving. The interleaving parallel compositional operator “||” is used to model concurrency and allows processes to be parallel composed without any synchronization. This operator is equivalent to “||||0”.

Partial synchronization. The partial synchronization parallel composition operator is denoted as “|< gates >|”. If the events occurring at the gates are listed in the set “< gate >”, a synchronization behavior will happen, otherwise the events will interleave. Note that the events (actions) in the synchronization set of IMC and LOTOS are “forced” to be synchronized.

Full synchronization. The full synchronization parallel composition operator is denoted in LOTOS as “||”. The expression $B_1 || B_2$ means the gates occur in either behavior expressions are forced to synchronize.

Termination

LOTOS provides two expressions to represent the behavior of termination. They are “stop” and “exit” with following semantics:

1. stop represents an unsuccessful termination, i.e. inaction or a deadlock.
2. exit represents a successful termination of the system.

From IML to LOTOS

Figure 5.5 shows an excerpt of the LOTOS definition of the example in Figure 4.11. Compared to our SADF semantics of this example in IML expressions, the IML expressions intuitively translates into LOTOS.

5.2.3 State space Generation

To generate the IMC model according to a given system behavior description, two approaches are available. The first approach is called “state space exploration”, which generates the state space straightforwardly. Most of time, this “brute force” technique suffers from the well-known state explosion problem. Nowadays, more and more researchers interest a new approach called “compositional minimization” or “compositional aggregation”. The essential idea behind this approach is to construct the state space of the system gradually. At the beginning, the system is decomposed into subsystems/components, then we choose two components doing parallel composition on them to get a partial system. This partial system is not immediately used to parallel compose with
other components, but aggregated by applying certain reduction technique. These
reduction techniques let this partial system to modulo an appropriate equivalence or pre-
order relation to get a smaller but “equivalent” system for further parallel composing.
This obtained system should prevent the properties to be verified on the whole system
as the original one. The remaining components are involved in the intermediate partial
system one by one until we get the whole system with using the reduction technique
each time on the intermediate partial system. The usually used equivalence relation are
introduced in Chapter 2, e.g., strong bisimulation, weak bisimulation and branching
bisimulation. In many case studies [20, 8], this approach has proven its strength. Also
the ordering to involve these components have a significant impact of the size of partial
system and this problem is discussed in [15].

The compositional aggregation approach is not always productive. In some cases, we
may successfully generate the whole state space by using the state space exploration ap-
proach, but the parallel composition with two subsystems (components) leads to state
explosion [17]. Some solutions are given to tackle this issue, the mostly used approach is
to take the interface (context) constraints into account when we are doing parallel com-
position. Generally speaking, the interface constraints are the environment (context)
of the process in the system (usually its neighbor processes). In the classic way of
doing parallel composition, the intermediate partial system does not know its context
in the whole system, but there must exist some restriction from the other processes
outside it. The obvious restriction is the synchronization actions (gates) between the
processes in the partial system and their neighbor processes. Since the synchro-
nization has a forced manner, some “free” actions appear in the partial system is actually
restricted by other processes outside. In some cases, we can even eliminate states and
transition that are not reachable before we get the whole system. Two methods are pro-
posed in [12] and [30]. In [29] and [30], the solution is called interface, which expresses
the environment by a sub-expression, i.e., an LTS representing a set of “authorized” ex-
ecution sequence that can be performed. This method is also implemented by CADP
toolset. In CADP, a tool called PROJECTOR is used to construct the intermediate par-
tial system under interface constraints. The interfaces can be generated automatically
by the tool or given by the user self. Also a new parallel composition operator called
semi-composition (we denote this operator as \( \boxtimes \)) is defined in the PROJECTOR tool.

### Semi-Composition

**Definition 5.1 (Semi-Composition)** Let \( I_1 = (S_1, \text{Act}_1, \rightarrow_1, s_{01}) \) and \( I_2 =
(S_2, \text{Act}_2, \rightarrow_2, s_{02}) \) be two LTSs, \( A \) is a label set with \( A \in \mathcal{A} \) (\( \mathcal{A} \) is the set of observ-
able actions) and the LTS resulting from \( I_1 \parallel_A I_2 = (S', \text{Act}', \rightarrow', s'_0) \). Then we define
the LTS denoted as \( I_1 \boxtimes_A I_2 = (S, \text{Act}_1, \rightarrow, s_{01}) \) resulting from the semi-composition
of \( I_1 \) by \( I_2 \) as follows:

\[
S = \{ p | (p, q) \in S' \}
\]

\[
\rightarrow = \rightarrow_1 \cap \{ (p_1, a, p_2) | (p_1, q_1) \xrightarrow{a} (p_2, q_2) \}
\]

We call the set \( A \) the synchronization set and the pair \((A, S_2)\) the interface, and if an
action \( a \in A_1 \cap A \), we say the action \( a \) is controlled by the interface \((A, S_2)\).

![Figure 5.6: A example of semi-composition: \( I_3 = I_1 \boxtimes_{\{a,c,d\}} I_2 \)](image)

Obviously, the obtained LTS \( I_3 \) is a sub-LTS of \( I_1 \), and means also that applying
semi-composition of \( I_1 \) by \( I_2 \) does increase the number of states and transitions of \( I_1 \).
If we use this “context-aware” LTS \( I_1 \boxtimes_A I_2 \) rather than \( I_1 \) as parallel composition
component for further compositional aggregation, it can contribute for generating the
whole system with a tractable state space size if the redundant states and transition are
removed as early as possible. In [30], three significant properties of semi-composition
are stated:
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1. Semi-composition can reduce the state space, since the resulting LTS \( I_1 \boxtimes_A I_2 \) is a sub-LTS of \( I_1 \). Even in the worst case we have \( I_1 \boxtimes_A I_2 = I_1 \).

2. \((I_1 \boxtimes_A I_2) \parallel_A I_2 = I_1 \parallel_A I_2\). This property of semi-composition fulfills the requirement of the essential idea behind using context constraints: the semi-composition preserves not only the temporal property of the system \( I_1 \boxtimes_A I_2 \), but also cut-off the unreachable states and transition of \( I_1 \) by given a context LTS \( I_2 \).

3. \( I_1 \parallel_A I_2 = I_1 \parallel_A I_2 \), if \( L(\text{hide } (A \setminus A) \text{ in } I_2) = L(\text{hide } (A \setminus A) \text{ in } I'_2) \), where \( L(I) \) denote the observable traces of LTS \( I \). This property makes sure that we can first reduce the state space of the interface of \( I_1 \), i.e. \( I_2 \), before we do semi-composition. We can first find a reduced LTS, i.e. \( I'_2 \), which is observable trance equivalent to the original \( I_2 \), and semi-compose \( I_1 \) with \( I'_2 \).

One limitation of this approach so far is the context constraints are limited to the “direct” relation between LTS \( I_1 \) and \( I_2 \). In other words, sometimes the context of interface \( I_2 \) is too weak to restrict the behavior of \( I_1 \). For instance, for a parallel composed LTS \( (I_1 \parallel_A I_2) \parallel_B I_3 \), the LTS \( I_2 \) does not constrain the behavior of \( I_1 \), but \( I_3 \) does. To handle this problem, in [29] Krimm & Mounier presented the following semi-composition laws:

\[
I_1 \parallel_A I_2 = (I_1 \boxtimes_A I_2) \parallel_A I_2 \\
(I_1 \parallel_A I_2) \parallel_A I_3 = (((I_1 \boxtimes_B I_3) \parallel_A I_2) \parallel_A I_3 \\
\text{where } B = A_2 \cap (A_1 \cup (\text{Act}(I_1) \setminus \text{Act}(I_2))) \\
\text{(hide } A_1 \text{ in } I_1) \parallel_A I_2 = \text{(hide } A_1 \text{ in } (I_1 \boxtimes_{A_2 \setminus A_1} I_2)) \parallel_A I_2
\]

Although, the three laws improve the performance of semi-composition in practice, the approach of Krimm & Mounier has still its weaknesses. These issues are stated in [29] and a refined approach to generate interface constraints is represented.

**Issue 1.** Krimm & Mounier’s method does not allow to take more than one interface into account simultaneously. For instance, if we have an expression of LTS like \( I_1 \parallel_{A_1} (I_2 \parallel_{A_2} I_3) \), it is possible that both LTSs generated by \( I_3 \boxtimes_{A_1 \cap \text{Act}(I_2)} I_1 \) or \( I_3 \boxtimes_{A_2} I_2 \) are the same as \( I_3 \), i.e., no reduction of \( I_3 \) by applying semi-composition. Although, if we take both \( I_1 \) and \( I_2 \) simultaneously into account yields a reduction of \( I_3 \) (example cf. [30]).

**Issue 2.** Interface may not enough to restrict the behavior of system if the synchronization on given transitions can be decided nondeterministically.
To overcome these issues, [30] presented a new refined algorithm by using following strategy.

1. translate the composition of processes into a general model called “synchronization networks”;

2. extract an “interface network” from the network model;

3. generate the interface graph corresponding to the interface network.

For details of this algorithm we refer to [30]. Both versions of semi-composition are implemented in the Proctor tool in Cadp.

In our case, the major benefit of this algorithm is the simultaneous consideration of several neighbor processes as context constraints. As aforementioned, we can only determine the channel sizes after we generated the whole state space. As a result, the IMCs are defined as infinite. Based on these improvements on context constraints in parallel composition, we attempt to see whether our main issue, i.e., to bound the channel sizes efficiently and correctly, can be solved.

**First attempt – bound the channel size by context**

Back to our case, if we generate the IMC model of the SADF specification straightforwardly, we are naturally confronted with the state-explosion problem. With the aid of interface constraints, we may have a possible solution, and we elaborate the issues we encountered as follows. In LOTOS, two kinds of interfaces (for semi-composition) are accepted: either a user-given one or an interface generated automatically. Since a user given one is not possible here (too complicated and varies depend on the ordering of parallel composition), we concentrate on the interface that can be generated automatically. First, we consider the approach of Krimm & Mounier (non-refined). The problem here we encounter is the above mentioned issue 1: the context constraints of the neighbor processes of one process are too weak to reduce the state space of the process. Note that in order to apply the compositional aggregation with semi-composition to our model, we need to change our model a little: we separate the semantics of channels out of the detectors and kernels. If we compare the original IMC semantics described in Chapter 4, we notice that, in the original IMC semantics, all the IMCs to interpret the processes are infinite, since we integrate the unbounded channels into the processes. If we want to apply compositional aggregation, the better way is not to integrate the channels as variables into the processes’ semantics, which gives us a clear semantics. In our SADF specification, if we only consider the functionality of kernel or detector, the IMCs to express the kernel and detector
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finish their tasks in limited steps and then returns to their initial state, only the channels are treated with unbounded size. We do not know the exact size of the buffers before we have obtained the whole state space of the model. On the other hand, we are sure that the IMCs to represent the buffers in a bounded SADF graph are finite from SADF theory [41]. An illustration of the architecture of the modified semantic model of the example in Figure 4.11 is shown in Figure 5.7(a). In this example, we assume now the IMCs to express the processes $A$, $B$ and $D$ are finite due to the separation, and all the channels are modeled as infinite IMCs. Since the infinite IMCs are present, to use compositional aggregation on this model is obviously impossible. Our next possibility is try to apply the semi-composition approach from Krimm & Mounier. Again take the SADF graph from Figure 4.11 for example, let the expression $I_x$ express the IMC of process/channel $x$ and the set $G_i$ be the synchronization set between IMCs, then we assume now we obtained an IMC $I_{DA} = I_D \parallel G_i, I_A$. If we want to parallel compose the two IMCs $I_{DA}$ and $I_{CC,d,a}$, we need to find the boundary of channel $CC,d,a$, i.e., $I_{CC,d,a}$ must be finite. This forces us to use the $I_{DA}$ as interface and to restrict the behavior of $CC,d,a$. But we fail here, since $I_{CC,d,a} \otimes G_2, I_{DA}$ is still infinite. The reason is the data channel $DC_{b,d}$ here, so far $DC_{b,d}$ has not been taken into account in our parallel composition and this means that the forced synchronization actions (should restrict the behavior of $D$) between detector $D$ and $DC_{b,d}$ are treated as “free” actions. The detector $D$ can get infinitely many data tokens based on these free actions, and fires for ever, and this causes the $CC,d,a$ to be infinite. Even with the refined approach, the simultaneous consideration of IMCs $I_A$ and $I_D$ as $I_{CC,d,a}$’s context constraints has no effort to restrict the unbounded channel to bounded.

In conclusion of the first attempt, we have encountered some major issues while using compositional aggregation. First, we need to consider different (even maybe the rest of system) interface constraints simultaneously. As a result, using interface constraints to determine the exact size of buffers is not possible. Second, parallel composition of a finite IMC with an infinite IMC is not supported by CADP. Even we can generate a finite IMC of $(((I_A \parallel G_3, I_B) \parallel G_4, I_{DC_{a,b}}) \parallel G_5, I_{DC_{b,a}}) \parallel G_6, I_D)$ in our case. This IMC is much larger than the directly generated IMC, since the control channels are not involved here, kernel $A$ and $B$ can have more possibilities of execution in all “scenario sequence” (detector $D$ responses for the determination of possible “scenario sequence”). On the other hand, if we want to parallel compose further using this finite IMC with an infinite IMC of a channel, this is not possible. (CADP will first generate the IMC of the unbounded channel).

Second attempt – first restriction then check

Another way is to combine the approaches from [30] and [43]. Also in [43], they have confronted the issue caused by unbounded buffer. In their model, if the size boundary
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![Diagram of SADF model with separation of channels](image1)

![Diagram of ScalAgent](image2)

(a) The architecture of SADF model with separation of channels

(b) The architecture of ScalAgent

**Figure 5.7:** The architecture difference between SADF model and ScalAgent

of the buffer are not correctly determined, unexpected deadlocks or lost behavior will reveal due to the overflows of buffer. The approach used in [43] is to “guess” the bound of buffer then check whether the “guess” is correct. They first restrict the size of buffer from $N$ (e.g. $N = 3$) places, and generate the LTS of the buffer. After the LTS of the buffer is parallel composed with its connected activities, the resulting LTS is used as interface to restrict the behavior of the buffer (e.g., general buffer includes all the possible content in the buffer, but in a specific system some content will never occur). Then, they check whether the size of buffer is correctly bounded. This is done by checking whether a sequence of $N$ successive message exists in the LTS of the reduced buffer. If this is true, they increase the size of buffer and repeat the check experiment again. Otherwise, if they are lucky, the result comes out false, this means the size of buffer was bounded correctly.

The significant difference between their model and ours is the architecture of the system (cf. Figure 5.7). The sequential processes in their system are parallel composed in a hierarchical manner, whereas in our model the processes may mutually related. The “guess” of size of the buffer does not work well here: to generate the model, we need to guess all the bounded sizes of each channel at the same time, but obviously, different channels have different sizes. Only to test the combination of different sizes of all channels is a cumbersome thing. Assume we apply the similar strategy in [43]: we begin our test with the minimal size of each channel (here, we let maximal rate of all scenarios at the output port, to be the minimal size of the channel), we first generate the model by using compositional aggregation, and then check whether there is an overflow in any channel. If any channel has an overflow, we increase the size of that channel, and gener-
ate the system using compositional aggregation and check the occurrence of overflow again. One problem in this approach is the initial token plays an important role only at the end of composition aggregation as restrictions, even here the neighbor processes are used as interfaces. For instance, if we have a channel with maximal size of 3 but only 1 token in it initially. Using compositional aggregation, we need to generate IMC of the channel first. But after generation, this IMC can represent even 3 initial tokens in it (since the produce-action is free in the channel, 2 consequential produce-actions will lead the IMC to 3 tokens initially). This modification may cause state space explosion during generation. We know that the circular dependency makes sure the semantic model bounded if its representing SADF is bounded. But this circular dependency is based on many different processes which form a dependency circle in SADF, not only the neighbor processes. The channel with 1 initial token may at most times only 1 token in it and only for short time 3 tokens. But if we first generate the channel with maximal size 3, the generated IMC may contains 3 initial tokens in it and influences the further parallel composition with other processes. Only after the last component is involved in the system, the unreachable states caused by 2 or 3 initial tokens in that channel can be determined and be removed.

This is not the same situation as we can determine the bound of buffers in a bottom-up fashion \[43\]. The “neighborhood” context is still insufficient to filter the unreachable states earlier which can only be done by involving the last process in the system. Moreover, if the initial check size of buffer is already very large (say, in the MPEG-4 decoder example, every control channel is at least a 99-place buffer, which can store 9 different values. Only one control channel has already \(99^9\) states), and with such a large state space, even to generate the state space (LTS) of one channel is impossible. Another problem is caused by the separation of channels as individual IMCs, since many states and transitions used for synchronization between processes and channels can not be hidden immediately (the process must put tokens at the same time into all the channels, which are connected with it through its output ports, or the channels must notify the process of token availability etc.), these states which can not be hidden immediately and contribute for an exponential growth of state space.

To sum up, in our model, generally to predicate the exact size of channels (buffers) is even harder than direct generation of the model due to the recursive dependency. It also results the compositional aggregation approach is inapplicable (may work for small SADF). Since the buffers are not shared, to avoid reduce the redundant synchronization states and transitions, we integrate them into processes. By this way, the generation of state space becomes more efficient.
5.2.4 State Space Generation

In following sections, we will introduce the steps to generate the IMC based on the toolset in CADP and how to obtain the corresponding extended continuous-time Markov Chain (CTMC). The steps are shown in Figure 5.8.

1. State space generation
   resulting model: LTS

2. Applying action urgency & resolve conflicts between actions
   resulting model: reduced LTS

3.1 Enable Markovian transitions by renaming
3.2 Hide synchronization actions
3.3 Apply branching stochastic bisimulation on the resulting IMC
   resulting model: reduced IMC

4. Enable the probabilistic transitions (a probabilistic scheduler)
   resulting model: extended CTMC (without non-determinism)

Figure 5.8: The steps of IMC state space generation based on the CADP toolset

In last sections, we introduced some syntax and semantics of LOTOS. To generate the state space of the system, whose behavior is described by using LOTOS, we employ the tool SVL in CADP. SVL is a scripting language, which provides convenient functions in the generation and verification tasks. There are some major functionalities of SVL:

- the operators in LOTOS also are also supported in the SVL language, it provides operators for considering context constraints, i.e. abstraction, refined abstraction of an expression w.r.t some interface;
- by using the so-called meta-operations, various compositional reduction approaches can be written more concisely;
- allows direct using Bourne Shell Script language in the SVL file (begin with %);
- includes operators for generating the explicit LTS of an express.
To generate the system of example in Figure 4.11 we only need to write a line in Svl:

```
"abd.bcg" = generation of "ABD.lotos";
```

This Svl will call the tools CÆASR and CÆASR.ADT to generate the LTS of the example for us. The resulting LTS is coded in a so-called “bcg” format [1]. As aforementioned, if we already hide all the internal synchronization actions in the LOTOS file, this LTS contents only two kinds of transitions: the internal $\tau$-transition and transition with normal labels. Now, the Markovian transitions in this LTS are only labeled with normal labels named with “LAMBDA_Ps”, where $P$ stands for the process name and $s$ stands for the (sub)scenario name (this represents Markovian transitions of process $p$ in (sub)scenario $s$ in the IML expression).

### 5.2.5 Apply Action Urgency on Generated IMC

To apply action urgency assumption on the IMC generated by the first step, we need to specify the priority on actions. Since the synchronization actions are labelled with produce and the probabilistic transitions with "Prob_px" (both begin with "PRO-", since all labels in generated IMC are upper case), we use the priority setting command in Svl:

```
"abdsturg.bcg" = generation of
    gate prio
        "PRO.*" > all but "PRO.*" 
in "abd.bcg"
    end prio;
```

With this command, all transitions with the labels that begin with “pro” have a higher priority than other transitions (the lambda transitions).

### 5.2.6 State Space Reduction

To turn this LTS into an IMC, we depend on the “rename” command in Svl. This command will call the tool BCG_LABELS to rename this transition labels and add *rate* infor-
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Inform to the labels. With the change of labels on the transitions, we can choose two kinds stochastic models.

1. Interactive Markov Chain, which contains the transitions of the form “rate %f”.

2. Timed Processes for Performance (TIPP) Model [23], which contains the transitions of the form “label; rate %f”.

Since we need to know the execution status of each kernel and detector while we are doing performance evaluation, we adopt the form of TIPP. Note that we did not adopt the TIPP model before our state generation. Because the labels (action names) attached on the Markovian transitions are added after the generation of whole state space, these labels (actions) do not have any synchronization capability.

```
"abdimc.bcg" = total rename
    "LAMBDA_AS" -> "Execution_A; rate 0.0347",
    ......
    "LAMBDA_DT" -> "Execution_D; rate 0.001"
in "abdacturg.bcg";
```

After the normal transitions named “LAMBDA_Px” are replaced with the Markovian transitions in the first generated LTS, now we obtain a real IMC.

Then, we turn the transitions used for synchronization by hiding the produce actions.

```
"abdhid.bcg" = hide Produce_A,Produce_B,Produce_D
    in "abdimc.bcg";
```

In the resulting IMC, three kinds of transitions are present, i.e. the internal transition τ, the normal transition labeled with “PRO_Px” (x is the identification number of the probabilistic transition belongs to it) and the Markovian transition “Execution_P; rate %f”.

Note that until now, this IMC does not contain any real probabilistic transitions. These transitions are treated as normal transitions labeled with “Prob_px”. These normal transitions can be seen as non-deterministic choice if they are emitted from one state,
and if we rename the transitions with probabilistic labels, they become deterministic transitions solved by probabilistic choice. But before we do that, we first do stochastic branching bisimulation on the resulting IMC with following command.

```
"abdred.bcg" = branching stochastic reduction of "abdimc.bcg";
```

### 5.2.7 Adding Probabilistic Information

In the end of Chapter 4, we have discussed the non-determinism in the IMC model of SADF specification. After applying the branching stochastic bisimulation on the resulting IMC, only the non-determinism caused by probabilistic transitions of different process is left. Furthermore, there should exist no $\tau$-transition any more due to the (stochastic) branching bisimulation and we check whether it is true with this Svl command:

```
% bcg_info "abdimc.bcg"
```

If there is only one detector in the SADF specification, we can skip the step of removing the non-determinism between probabilistic transitions. If there are more than one detector in the SADF graph, refer to the explanation in Section 4.3.1, we should determine the priority of the detectors. Since the probabilistic transitions are not renamed yet, the probabilistic transitions should have the form: "PRO_D\_x" , where D stands for the detector D and x stands for the identification number of this probabilistic transition belongs to the detector D. Again we use the priority setting in Svl to generate the IMC for us. Note that from the diamond property discussed in Section 4.3.1 we know that the priority settings on probabilistic transitions and internal interactive transitions ($\tau$-transitions) will not affect the outcome of long-run averages, but has an impact on other metrics like buffer occupancy.

```
"prio2.bcg" = gate prio
    "PRO_D.*" > "PRO_G.*"
    ........
in "prio1.bcg"
```
5.3. Model Checking on the resulting IMC

Now we should turn the “pseudo” probabilistic transitions into real probabilistic transitions by the following command:

```
"abdredpro.bcg" = total rename
    "PRO_D1" -> "detD; prob 0.67",
    "PRO_D2" -> "detD; prob 0.33",
    "PRO_D3" -> "detD; prob 1.00"
in "abdprio.bcg";
```

The pure probabilistic transition is also fine here, but in contrast with the original TPS semantics of SADF specification, we employ the generative model.

Now our basic semantic model of SADF graph is totally generated. This model is a IMC with deterministic probabilistic transitions in it (can be seen as the non-deterministic branching transitions are assigned with weights). Our next task is to check the functional and performance properties in this model.

5.3 Model Checking on the resulting IMC

The stochastic process algebras (e.g. IMC) extends the classical process algebras with adding stochastic timing information. Rather than only functional verification is allowed, this semantic model allows the evaluation of various system aspects [13] (cf. 2.1):

- functional behavior (e.g. deadlocks)
- temporal behavior (e.g. throughput)
- combined properties (e.g. duration of certain event sequence)
5.3.1 Functional Verification

For functional verification we use the Action Computation Tree Logic (ACTL) [35, 34]. This logic is implemented using eXecutable Temporal Language (XTL) in CADP. XTL is a functional programming language which can implement various modal and temporal logics (e.g., HML, CTL, LTAC or μ-calculus) and these operators in the logics are evaluated over LTS [32]. XTL can even access the data values contained in the states, labels, transitions and sets, the predefined and use-defined functions are also provided to manipulate these data values. For example the set of deadlock states can be expressed by XTL expression:

\[
\{ S : \text{state where } \text{succ}(S) = \text{empty} \}
\]

Three basic predicates which we may use in our verification over actions and states are defined in the basic XTL. These predicates are shown in the following figure.

```
def INIT () : stateset = { init of state } end_def
def TAU () : labelset = { L : label where
                       not (\text{visible}(L))} end_def
macro EVAL_A (A) = { L : label where L \rightarrow [ A ] } end_macro
```

Four primitive ACTL operators (cf. table 5.1) are used for any set of events A and formulas F, G, the semantics of these operators over the LTS I are described as follows. Here we assume the given LTS \( I = (S, Act, \rightarrow, s_0) \) and for each state \( s \in S \) and \( a_i \in Act \), let the Path(\( s \)) = \{ \( s \rightarrow a_1 s_1 \rightarrow a_2 s_2 \rightarrow a_3 \rightarrow \cdots \) \} be the execution sequences starting at \( s \). The semantics of a state formula \( f \) (denoted as \( \text{J}_f \)), is the set of states (labels) satisfying it in \( I \), similar a action formula \( a \) (denoted as \( \text{J}_a \)) is the set of labels satisfying it in \( I \). Four derived notations from the major ACTL is also used for functional verification. With the aid of ACTL and the functions predefined in XTL, we can check some properties of our generated model. But a barrier exists in our model, since our model is now an IMC with Markovian transitions, we should turn it back to an LTS when we do functional verification. We do not choose the direct generated LTS at the first step of state space generation, since the action urgency and non-determinism are not applied to generated the LTS. So now we need to rename the Markovian transitions back to normal transitions and use the label pattern match function in XTL. The Markovian transitions in the model presents exactly the executions of processes in SADF specification, so we rename them back to the form “Execution_P” to represent the execution of a process “P”. The operators are used later in the second case study in Section 5.4.2.
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### 5.3.2 Performance Evaluation

Recall that the IMC we obtained at the end of model generation contains only Markovian transitions and probabilistic transitions. To analyze the temporal behavior of the resulting IMC, we need to eliminate the probabilistic transitions. Only after this step, we can obtain an equivalent CTMC to the original IMC with probabilistic transitions and do performance evaluations. The algorithm to eliminate the probabilistic transitions is described in [39] and implemented by the tool Bcg_transient and Bcg_steady.

The basic idea to eliminate the probabilistic transitions is to collapse a Markovian transition with all immediately following probabilistic transitions (cf. Figure 5.9).

The standard elimination algorithm for probabilistic transitions is described as follows [39].

First the states of the transition system are divided into two categories.

### Table 5.1: Four major logic operators in ACTL

<table>
<thead>
<tr>
<th>XTL syntax</th>
<th>math syntax</th>
<th>semantics of operator</th>
</tr>
</thead>
<tbody>
<tr>
<td>EX_A(A, F)</td>
<td>EX_A F</td>
<td>{ s</td>
</tr>
<tr>
<td>AX_A(A, F)</td>
<td>AX_A F</td>
<td>{ s</td>
</tr>
<tr>
<td>EU_A(F, A, G)</td>
<td>E[F \cup G]</td>
<td>{ s</td>
</tr>
<tr>
<td>AU_A(F, A, G)</td>
<td>A[F \cup G]</td>
<td>{ s</td>
</tr>
</tbody>
</table>

### Table 5.2: Four derived logic operators in ACTL

<table>
<thead>
<tr>
<th>XTL syntax</th>
<th>math syntax</th>
<th>semantics of operator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Box(A, F)</td>
<td>[A] F</td>
<td>\neg EX_A \neg F</td>
</tr>
<tr>
<td>AG_A(A, F)</td>
<td>AG_A F</td>
<td>\neg E[tt_A \neg F]</td>
</tr>
<tr>
<td>AG(F)</td>
<td>AG F</td>
<td>AG_{tt} F</td>
</tr>
</tbody>
</table>
Figure 5.9: An example to collapse a Markovian transition with two immediately following probabilistic transitions

**Definition 5.2 (Tangible and vanishing states)** For a state $s$ in the transition system with both Markovian transitions and probabilistic transitions, if at least one (possibly labelled) probabilistic transition goes out of $s$, then the state $s$ is called a vanishing state. Otherwise, i.e., if there is no probabilistic transition goes out of $s$, then $s$ is called a tangible state.

Then the Markovian transitions and probabilistic transitions in the transition system are translated into a matrix with the following shape:

$$Q = \begin{pmatrix}
M_{tt} & M_{tv} \\
P_{vt} & P_{vv}
\end{pmatrix}$$

The $M_{tt}$ and $M_{tv}$ contain the Markovian transitions (from tangible) to tangible and vanishing states respectively, and $P_{vt}$ and $P_{vv}$ contain the probabilistic transitions (from vanishing) to tangible and vanishing states respectively. And a characteristic matrix is defined as:

$$B = \{b_{ij}\} = (I - P_{vv})^{-1}P_{vt},$$

where $b_{ij}$ is the probabilities to reach the tangible state $j$ from a vanishing state $i$ via probabilistic transitions only. Then the transition rate matrix $Q'$, which does not contain any probabilistic transitions is:

$$Q' = M_{tt} + M_{tv}B$$

Extended the algorithm with respect to the Markovian transitions together with action names (corresponding to the Markovian transitions of the form “Execution$_P$; rate % f”, and the set of actions together with Markovian transition is denoted as $Act_M$), we get matrices $aM_{tt}$ and $aM_{tv}$ for each action $a \in Act_M$. The sum of rates of transitions
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labelled with \( a \) leading from state \( i \) to state \( j \) is represented by the entry \( {a}^{M_{tt}}_{ij} \) in the matrix \( aM_{tt} \). Then we have:

\[
aQ = \begin{pmatrix} {a}^{M_{tt}} & M_{tv} \\ {a}^{P_{vt}} & P_{tt} \end{pmatrix} \quad aQ' = M_{tt} + M_{tv}B
\]

Since in our model we have \( P_{vv} = 0 \) (no probabilistic transition ends in a vanishing state),

\[
B = (I - 0)^{-1} P_{vt}.
\]

Then we have

\[
aQ' = \{q_{ij}\} = aM_{tt} + aM_{tv}P_{vt}.
\]

By applying this algorithm on our IMC model, we can obtain a transition system (almost) without probabilistic transitions, which is equivalent to the original one. The only probabilistic transitions that cannot be removed are the probabilistic transitions emanating from the initial state (since no Markovian transition goes into the initial state). The possible solution is to given a initial weight distribution on these states, to which the probabilistic transitions from initial states are pointing, according to the probabilistic branching during temporal analysis.

The benefit of above mentioned approach is this algorithm compute an equivalent CTMC without any probabilistic transitions compared with the original system. Then the properties (e.g. reachability) can be evaluated on CTMC is also available for our model. One performance property we are going to check is the time until one process finishes its first execution in the SADF specification.

The handicap here is the logic like CSL can not be used in our case, since we lack the tool to export the CTMC without probabilistic transitions out from Cadp toolset. On the other hand, the Bcg_transient or Bcg_steady tools only allow us to do transient or steady analysis on the generated CTMC. If we want to know the expected time until one process finishes its first execution in the resulting CTMC model, the first problem is to find the execution sequences out from the generated IMC. Since the manner of parallel compositional in IMCs forces the actions in the synchronization set to synchronize (TCSP-like). We use an IMC automaton (i.e. an extended IMC with an additional accepting states) to parallel compose with an IMC automata derived from the original IMC representing the SADF model to obtain the traces which lead to the first execution of that process. More formally, we extend the IMC to an IMC automata which has a set of accepting states. Let an IMC automaton \( A = (S, Act, \rightarrow, \Rightarrow, s_0, F) \), only the set \( F \) is defined as a nonempty set of states which are assigned as accepting states, other definitions are the same as in IMC. Further, for parallel composition of two IMC automaton, say \( A_1 = (S_1, Act_1, \rightarrow_1, \Rightarrow_1, s_{0,1}, F_1) \) and \( A_2 = (S_2, Act_2, \rightarrow_2, \Rightarrow_2, s_{0,2}, F_2) \).
the parallel composition of $A_1$ and $A_2$ w.r.t. set $G$ is defined as an IMC automaton $A_1 \parallel_G A_2 = (S_1 \times S_2, Act_1 \cup Act_2, \rightarrow, (s_{0,1}, s_{0,2}), F)$. In the definitions, (initial) states and transition relations in the parallel composition of the two IMC automata are the same as the case of IMCs (cf. Definition 2.11), only the additional accept set $F$ is defined as $F = F_1 \times F_2$. Now, we let $I = (S, Act, \rightarrow, \Longrightarrow, s_0)$ be the IMC representing a SADF graph $G$, then the corresponding IMC automaton $A_I$ of $I$ is defined as $A_I = (S, Act, \rightarrow, \Longrightarrow, s_0, S)$ (i.e., all the states in the $I$ are accepting states in $A_I$). Then our goal is to find an automaton $A_P = (S_p, Act_p, \rightarrow_p, \Longrightarrow_p, s_{p0}, F_p)$, such that $A_I \parallel_G A_P = A^f$, where in the automaton $A^f$, all the paths from the initial state $(s_0, s_{ac})$ to the accepting (final) states represent the execution sequences until the process $P$ finishes its first execution (to get the expected time until the first execution of $P$, we can use the resulting IMC automata $A^f$ to parallel compose with another IMC automaton in a similar way).

We give the IMC automata $A_P = (S_p, Act_p, \rightarrow_p, \Longrightarrow_p, s_{p0}, F_p)$ and the synchronization set $G$ as $A_I = (S, Act, \rightarrow, \Longrightarrow, s_0, S)$ follows:

- $G = Act_p = Act$
- $S_p = \{s_{p0}, s_{pac}\}$
- $F_p = \{s_{pac}\}$
- $\Longrightarrow = \emptyset$.

Here we choose the action produce-action of process $P$ as the synchronization action to lead the states to the accept (final) states, since we know direct after an execution
of the process $P$ (i.e. the Markovian transition of $P$) the produce-action is followed. These produce-actions are hidden later and removed by applying stochastic branching bisimulation, and only the Markovian transitions are kept. If we apply our approach to the example in Figure 4.11 and parallel compose the resulting IMC automata (cf. Figure 5.11), we get the IMC automata, whose traces from the initial state to accepting states represent the first execution of kernel $B$. The IMC automata we obtained is shown in Figure 5.10.

![Diagram](image)

**Figure 5.10**: The IMC automata to represent the first execution of process $B$ according to the example in Figure 4.11.

5.4 Case Studies

In last section, we have shown how to generate the IMC of SADF specifications using the toolset CADP. In this section, we will discuss the results of state space of two examples, the example in Figure 4.11 and the a MPEG-4 decoder shown in Figure 4.1.
5.4.1 1. Case Study

In the first example, we compare the state space generated by two different approaches.

1. approach. Direct generation with separation of channels with processes.

2. approach. Direct generation with integration of channels into processes.

With the 1.approach, we get an IMC of 4081 states and 11785 transitions. Compare to the 2.approach, the state space is about 26-time larger than the 2.approach. The reason is that if we separate the channels with processes, the number of components increase from 3 to 8 (3 processes and 5 channels) compared with the 2.approach. Naturally this increase of the components for parallel composition causes a large state space. On the other hand, the separation also makes the system more complex. In the SADF model, the channels do not act as only the medium to store the information, but also need to notify the availability of token to the corresponding process, furthermore the channels do not know what the in which sub(scenario) the process is going to operate. The process must first communicate with the control channels, which connect through its control ports, and send the (sub)scenario to the corresponding data channels, and then wait for the notification from these channels. This cause an immense synchronization between the channels and processes. But after we hide these synchronization, all these transitions for synchronization turn into \( \tau \)-transitions and generally the stochastic branching reduction can remove these transitions. In the 2.approach, we integrate the channels as variables in the processes, which fetch the tokens from the channels. This setting allows us to use guarded transitions to enable the execution of the processes when the tokens are enough. This is why the reduction factor of 1.approach is much higher than the 2.approach. The next step is to remove the non-determinism caused by the conflict between probabilistic transitions and Markovian transitions. Both approaches yield the same IMC with only 15 states and 21 transitions shown in Figure 5.11. In the first case
Figure 5.11: The resulting IMC of example in Figure 4.11
study, our aim is to compare two approaches of IMC semantics definitions. The 1.approach causes much synchronization than the second one. It encounters a much quicker state explosion problem, but if the compositional aggregation strategy is applicable in our state space generation phase, this problem will be alleviate by this strategy, since the relation between the components are looser than the 2.approach. The internal transitions between the components (processes and channels) can be reduced by branching bisimulation as soon as there is no further synchronization needed on these actions. In the 2.approach, the synchronization are now directly between the processes, and normally all actions used for synchronization are only allowed to be hidden until the whole system is generated, and the only reduction technique in composition aggregation can be used during each parallel composition is strong bisimulation. In the second case study, we only employ the 2.approach.

5.4.2 2. Case Study

In the second case study, we analyzed a more practical and complex model, the MPEG-4 decoder. In following experiments, the SADF model contains a whole scenario set, i.e., the processes can operate in the following (sub)scenarios: \(I, P_0, P_{30}, P_{40}, P_{50}, P_{60}, P_{70}, P_{80}, P_{99}\) (9 scenarios in total). Two scenarios \(I\) and \(P_{99}\) contribute more to the growth of state space than other scenarios. The reason is that the every time \(FD\) finishes its firing, it is possible that \(FD\) produces 99 scenario tokens valued with \(I\) or \(P_{99}\) to the channels \(CC_{fd,vld}\) and \(CC_{fd,idct}\). Our goal is to generate the IMC of the MPEG-4 decoder with 1 and 3 initial tokens in the data channel \(DC_{rc,mc}\) and \(DC_{rc,fd}\) respectively, which contains the (sub)scenario \(I, P_0, P_{30}, P_{40}, P_{50}, P_{60}, P_{70}, P_{80}, P_{99}\). To generate the system directly, we encountered the state explosion problem and could not generate the whole state space. In our machine, 192 GB RAM is used up without obtaining the resulting IMC. As a result, we first try to generate the system with only 1 and 2 initial tokens in the data channel \(DC_{rc,fd}\). Here, we let \(N\) to denote the number of initial data tokens in the data channel \(DC_{rc,fd}\). The results is shown in the table 5.4. We observed that the IMC with

<table>
<thead>
<tr>
<th>(N)</th>
<th>states</th>
<th>transitions</th>
<th>states</th>
<th>transitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>121430</td>
<td>230538</td>
<td>20664</td>
<td>40988</td>
</tr>
<tr>
<td>2</td>
<td>1184682</td>
<td>28429668</td>
<td>748813</td>
<td>2096149</td>
</tr>
<tr>
<td>3</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
</tbody>
</table>

Table 5.4: The results of state space with 9 scenarios 
\((I, P_0, P_{30}, P_{40}, P_{50}, P_{60}, P_{70}, P_{80}, P_{99})\) in the IMC
only 2 initial tokens in the data channel $DC_{rc,fd}$, the resulting IMC has more than 10 million states after the state space generation, and after reduction and removal of non-determinism on this IMC, we have about 700000 states with the reduction factor about 15. To have a hypothesis about the trend of growth of this IMC with 3 initial tokens

<table>
<thead>
<tr>
<th></th>
<th>Generation of state space</th>
<th>After reduction &amp; removal of non-det.</th>
<th>Reduction factor of states</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>59406</td>
<td>122865</td>
<td>99902</td>
</tr>
<tr>
<td>2</td>
<td>454420</td>
<td>112731</td>
<td>49503</td>
</tr>
<tr>
<td>3</td>
<td>1635890</td>
<td>435159</td>
<td>128308</td>
</tr>
</tbody>
</table>

(a) The results of only scenario $I$ in the MPEG-4 decoder

<table>
<thead>
<tr>
<th></th>
<th>Generation of state space</th>
<th>After reduction &amp; removal of non-det.</th>
<th>Reduction factor of states</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>66978</td>
<td>135994</td>
<td>13686</td>
</tr>
<tr>
<td>2</td>
<td>1298878</td>
<td>3258351</td>
<td>202554</td>
</tr>
<tr>
<td>3</td>
<td>10311656</td>
<td>28178676</td>
<td>1234026</td>
</tr>
</tbody>
</table>

(b) The IMC state space when scenarios $I, P_0, P_{60}$ in the MPEG-4 decoder

<table>
<thead>
<tr>
<th></th>
<th>Generation of state space</th>
<th>After reduction &amp; removal of non-det.</th>
<th>Reduction factor of states</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>89166</td>
<td>174562</td>
<td>24680</td>
</tr>
<tr>
<td>2</td>
<td>3653042</td>
<td>9399552</td>
<td>679213</td>
</tr>
<tr>
<td>3</td>
<td>56867106</td>
<td>154277391</td>
<td>7327039</td>
</tr>
</tbody>
</table>

(c) The IMC state space when scenarios $I, P_0, P_{30}, P_{60}, P_{90}$ in the MPEG-4 decoder

<table>
<thead>
<tr>
<th></th>
<th>Generation of state space</th>
<th>After reduction &amp; removal of non-det.</th>
<th>Reduction factor of states</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>62013</td>
<td>107649</td>
<td>30785</td>
</tr>
<tr>
<td>2</td>
<td>739391</td>
<td>17997494</td>
<td>351645</td>
</tr>
<tr>
<td>3</td>
<td>44376497</td>
<td>118676755</td>
<td>6968605</td>
</tr>
</tbody>
</table>

(d) The IMC state space when scenarios $P_x (x = 30, 40, 50, 60, 70, 80, 99)$ in the MPEG-4 decoder

Table 5.5: The conflict between probabilistic transitions

in $DC_{rc,fd}$ with 9 scenarios, we go on with our experiments. We reduce the scenario numbers in the scenario set. Note that one factor also contributes the growth of memory consumption: for the generation of IMC with 2 initial tokens in the data channel $DC_{rc,fd}$, the maximal natural numbers we used in the IMC to represent the numbers

\[2^{N_D} 3 \]

With $N = 3$, the generation of IMC of $P_x$ only with $P_{30}, P_{40}, P_{50}, P_{60}, P_{70}$ possible.
the tokens in the channels (for both data and control channels) are smaller than 254, but
with 3 initial tokens in $DC_{rc,fd}$, the detector can fire 3 times sequentially and produces
at most 297 ($99 \times 3$) $I$ or $P_{99}$ scenario tokens into the control channel $CC_{fd,vid}$ and
$CC_{fd,mc}$. To generate such IMCs correctly, we need to use the X_NATURAL library in
CADP, in which the natural number is externally implemented as unsigned int (32 bits)
in C (the details cf. [3]). To compare these results, we try to generate the IMCs with four
different scenario combinations: 1) only scenario token $I$, 2) 3 scenarios ($I, P_{30}, P_{60}$),
3) 5 scenarios ($I, P_0, P_{30}, P_{60}, P_{99}$), 4) 7 scenarios with $P_x$ ($x=30,40,50,60,70,80,99$).
Since the $x$ in $P_x$ represents the number of macro blocks in the P frames, the more
distinguished values of $x$ are used, the more accurate the system is to be modeled. But
with reduced scenarios in the model, we can still achieve to model the MPEG-4 decoder
with less accuracy. Now, we increase the initial data tokens in $DC_{rc,fd}$ from 1 to 3 and
try to generate the IMCs. The results are shown in the table 5.5. The limitation of state
space generation before state space reduction is when there are 3 initial data tokens in
$DC_{rc,fd}$ and with only 5 scenarios ($I, P_0, P_{30}, P_{60}, P_{99}$) or ($P_{30}, P_{40}, P_{50}, P_{60}, P_{70}$).
The memory consumption in both cases is over 100 GB, and when only one additional
scenario is added, the generation is not possible anymore.

With comparison of the reduction factors, we observed that for $N = 1$, the reduction
factor is about 10, for $N = 2$, the reduction factor is about 15, for $N = 3$ we do not
obtain an reduction factor at the end, but from the other scenario combinations, it sug-
ject that the reduction factor when $N = 3$ is about 20. Hence, the reduction factor
increases when the $N$ increases.

Another aspect is from the Figure 5.12 (red. stands for reduction in this figure), we
looked at only the number of states in IMC before and after reduction (together with
removal of non-determinism) with different scenario combinations. The value of $X$-
axis represents the number of scenarios in the scenario combinations, i.e., the scenario
combination of only one scenario $I$ is 1, the combination ($I, P_0, P_{60}$) is 3, the combi-
nation ($I, P_0, P_{30}, P_{60}, P_{99}$) is 5, and $P_x$ ($x=30,40,50,60,70,80,99$) is 7, the full scenario
set is 9. From the figure, we can see that the reduction by letting the system modulo
bisimulation is efficient. But one issue reveals here is the reduction approach may not
sufficient to alleviate the quick growth of state space in the original IMC, since the growing
rate (angle) between the scenario combinations using both approaches are almost
the same. The state spaces after reduction does not grow slower than the reduction be-
fore. Another observation is the increase of $N$ has a very strong influence on growing
rate of state space. Comparing the state space growth between the scenario combination
1 and 3 in $X$-axis, the angle of growth is steeper and steeper if $N$ increases. The linear
growth of $N$ from 1 to 3 does not cause a linear growth of the state space, but much

\[^3\text{With } N = 3, \text{ the generation of IMC of } P_x \text{ only with } P_{30}, P_{40}, P_{50}, P_{60}, P_{70} \text{ possible.}\]
quicker. In this figure, it suggest that the generation of IMC with full scenario set and \( N = 3 \) may possible, if the compositional aggregation approach can be used during the state space generation, since the IMC after reduction should have less than \( 10^8 \) states.

![Figure 5.12: The state space of generated IMCs before and after reduction with different scenario combinations](image)

**Figure 5.12:** The state space of generated IMCs before and after reduction with different scenario combinations

### Functional Properties

For the example of MPEG-4 decoder, we have checked following properties when \( N = 1 \):
1. Deadlocks: there should be no deadlock in the resulting IMC. Since the original SADF graphs are all bounded and deadlock-free [41], the IMCs we generate for these SADF graphs should also be bounded and deadlock-free. This property holds for all SADF models in our examples.

* In the 2. case study, we check the properties on the generated IMC. Since we know that the Markovian transitions in the IMC represent the firings of processes, we first using the label matching function \( \text{EVAL}_A(\cdot) \) to obtain the set of such transitions belonging to every processes in the SADF. Hence, for instance, the set ERC is all the Markovian transitions which are labelled with the RC in the SADF:

\[
\begin{align*}
\text{ERC} & : \text{labelset} = \{ \text{L: label where L ->[RC ? rate: real]} \}, \\
\text{EMC} & : \text{labelset} = \{ \text{L: label where L ->[MC ? rate: real]} \}, \\
\text{EIDCT} & : \text{labelset} = \{ \text{L: label where L ->[IDCT ? rate: real]} \}, \\
\text{EVLD} & : \text{labelset} = \{ \text{L: label where L ->[VLD ? rate: real]} \},
\end{align*}
\]

2. After we obtained the set of transitions that indicates the firing of the processes. We can first check whether this property holds: initially, ERC (the firing of RC) will be eventually reached. This property should hold, but the result returns “false”. The reason is that the probabilistic self loop in the IMC caused by the scenario \( P_0 \). Since the all the executions of processes in scenario \( P_0 \) cost no time, there exists self-loops of probabilistic transitions (The zero-time executions of processes are not modeled by interactive transitions in our IMC, they are simply ignored). That is why the result returns out “false”. If we use the set of produce rc transitions to indicate the firing of RC, this property holds.

\[
\text{INIT implies AU_A_B (true, true, ERC, true)}
\]

3. The next property we check is: Between two consecutive MC firings, there must a RC firing. The should be evaluated to true. And, in our test, this property holds.

\[
\text{AG (Box (EMC, AG_A (not(ERC), Box (EMC, false))}))}
\]

4. For VLD and IDCT, we check the property that: Initially, no IDCT firing can happen before a firing of VLD. This property holds.

\[
\text{INIT implies AG_A (not (EVLD), Box (EIDCT, false))}
\]
5.4. Case Studies

5. The property: after a firing of VLD, a firing of IDCT is eventually reachable, is evaluated as “false”. The reason is the same as the 2.property. If we use transitions labelled with produce\textsubscript{t\textsubscript{ld}} and produce\textsubscript{t\textsubscript{idct}} to indicate the firing of VLD and IDCT respectively, this property holds.

\[
\text{AG} \left( \text{Box} \left( \text{EVLD}, \text{AU}_\text{A}_{\text{B}} \left( \text{true}, \text{true}, \text{EIDCT}, \text{true} \right) \right) \right)
\]

The time cost of evaluation each property using XTL is shown in following table.

<table>
<thead>
<tr>
<th></th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
</tr>
</thead>
<tbody>
<tr>
<td>N = 1</td>
<td>1.4</td>
<td>22.5</td>
<td>2.6</td>
<td>1.3</td>
<td>12.2</td>
</tr>
<tr>
<td>N = 2</td>
<td>1.8</td>
<td>10503.2</td>
<td>2693.</td>
<td>109.</td>
<td>54920.</td>
</tr>
</tbody>
</table>

Temporal Properties

1. The time until RC finishes its first execution A temporal property we want to check in our generated IMC is the probabilities of kernel RC finishes its first firing in \(x\) kCycle. We use the approach mentioned in the Section 5.3.2 with extended IMC automata to obtain an IMC, in which all the traces from the initial state to the accepting states indicates the execution sequence until the the process, say \(P\), finishes its first firing. Here, we only applied the approach on the generated IMC with \(N = 1\). One adaption is the transient analysis does not support more than one initial states which are probabilistically distributed. To let the probabilistic transitions emanating from the initial state to be merged into a Markovian transition, we manually add a warm-up “preparing” processing time (a Markovian transition with high rate) for the first firing of FD. This adaption makes sure the initial state is tangible. The result is shown in Figure 5.13.

It is no wonder that the probability of RC finishes its first firing at time zero is not equal to zero, but with a fixed probability 0.02. The reason is that the probabilistic self-loop transition caused by the scenario \(P_0\) (details refer to the Section 4.3.1). The probability of FD sends scenario \(P_0\) to each kernel is just 0.02 after each time FD has finished its firing. Since all the processes finishes their firing cost no time in \(P_0\), the probability of RC to finishes its firing at time zero is just 0.02. First after 1000 kCycle, the probability starts to increase due to VLD and IDCT have finished its firing in some scenarios and produce enough data tokens for MC and RC. Then after 2600 kCycle, the possibility of
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The probabilities of first execution of RC

![Figure 5.13](image)

The probability of first execution of RC finishes its first firing in \( x \) time (in kCycle)

RC has finished its first firing is about 0.5. After 5500 kCycle, the probabilities are all above 0.99, i.e., almost 1.

2. The transition throughputs of processes

The BCG_STEADY tool in CADP implements the Gauss/Seidel algorithm to compute the steady-state behavior of continuous-time Markov chains encoded in the BCG format. Here, we use one option in this tool to compute the transition throughput of the processes. The transition throughput computes how much (a label attached on a Markovian transition) can be accomplished over a fixed time period. With BCG_STEADY tool, only

---

3Since the exact interpretation of the notion transition throughput is unavailable, the transition throughput in IMC may differ from the definition of throughput in SADF. The result obtained is for reference only.
5.4. Case Studies

<table>
<thead>
<tr>
<th></th>
<th>N=1</th>
<th>N=2</th>
<th>N=3</th>
</tr>
</thead>
<tbody>
<tr>
<td>VLD</td>
<td>0.0209017</td>
<td>0.0248695</td>
<td>0.0247597</td>
</tr>
<tr>
<td>IDCT</td>
<td>0.0209017</td>
<td>0.0248695</td>
<td>0.0247597</td>
</tr>
<tr>
<td>MC</td>
<td>0.000306018</td>
<td>0.000364109</td>
<td>0.000195987</td>
</tr>
<tr>
<td>RC</td>
<td>0.000348718</td>
<td>0.000414915</td>
<td>0.000326645</td>
</tr>
</tbody>
</table>

Table 5.6: The throughput of each kernel with $N = 1, 2, 3$

the throughput on the long run is computed. Recall that during the generation of IMC, the Markovian transitions have the form “$A; rate \% f$”, which represents the firing delay of the process $A$. Therefore, the transition throughput in the table 5.6 is interpreted as the throughput of each kernel in the MPEG-4 decoder. The time unit in the table is kCycle. One handicap here is the firings of processes in certain scenario which costs no time. The throughputs of processes $VLD$ and $IDCT$, the processes $MC$ and $RC$ should be identical. It is slight different in our results, since the kernel $MC$ costs no time to finish its firing in scenario $I$ has no Markovian transition to represent such firing (no Markovian transition can represent an instantaneous firing). One remark on this computation is the unclarity that whether the probabilistic transitions are also taken into account during the computation. The result is provided here only for reference hence.

\footnote{The generated IMC is only with scenarios $I$, $P_0$, $P_{30}$, $P_{60}$, $P_{99}$.}
Chapter 6

Conclusion

In this thesis, we first introduced a natural semantic model called IMC, which takes the advantages of both classical process algebras and CTMCs. The orthogonal integration of these two models in IMC provides us a convenient way to model and analyze the systems. The classical process algebra framework in IMC supports the basic idea of constructing the system in an component-wise manner, which allows the system to be modeled by just parallel composing the components. On the other hand, the Markovian transitions representing the time passage in system specifications avoid complexity during modeling and the memoryless property of non-negative exponential distribution fits well with the semantics of parallel composition operator in IMC. Then, we introduced the model SADF, whose semantics we want to define in terms of IMC. The SADF model extends the traditional SDF model and allows to express the dynamism in modern streaming applications. The dynamism in SADF is achieved by using the (sub)scenarios to set the processes into certain operating contexts. The (sub)scenarios in which the process operates are determined by using the Markov chains embedded in the detectors. The original operational semantics of SADF is based on the timed probabilistic (labelled transition) system (TPS). We designed a semantic framework to translate the original SADF models in terms of IMC by using delays governed by exponential distributions to represent the firing of processes instead of constant firing time in SADF. This formal definition is implemented by using CADP toolset developed by the VASY team at INRIA Rhone-Alpes. We also analyzed the non-determinism in the resulting IMC and some issues encountered during the state space generation. Based on the generated state space of IMC, we can do both functional verification and performance evaluation on the system. We used the ActL logic to check the functional properties (e.g., deadlock, certain execution sequence of processes) of the IMC representing the SADF model and the temporal property like time until one process finishes
its first execution is checked based on the transient analysis on CTMC with the aid of extension of IMCs to IMC automata.

6.1 Future Work

Since we can not export the IMCs from the CADP toolset in which the probabilistic transitions in the original IMC are eliminated, we can only analyze the steady and transient properties within the CADP toolset. Model checking with CSL logic [5] is not available here to check the properties like “the expected time between two successive execution of kernel RC”. Therefore, one direction of future work is to export the IMC without probabilistic transitions (may be a CTMC) out of CADP, and analyze the resulting IMC. On the other hand, the IMC is a behavior-oriented model which lacks of state-oriented support. For instance, the time-average buffer occupancy can be computed if we can get the steady probability of each state in the extended CTMC and the current buffer numbers (variable values) of all channels in that states. Therefore, including the variable values in the states of IMC (extended CTMC) is also a need, when we want to check more properties of SADF. In our experiments, we have only consider the scenario decision in the SADF specification based on a discrete-time Markov chain in the detectors. If the scenario decision is changed to a non-determinism label transition system (FSM) [18], the inherent non-determinism reveals in our IMC model. An even more complex situation can happen when the execution (firing) times of processes are also probabilistic distributed over different time sample space [41]. Then, the corresponding IMC model bears internal transitions that cause non-determinism, Markovian transitions and probabilistic transitions. The algorithm used in 5.3.2 to eliminate the probabilistic transitions are no longer feasible, since non-determinism caused by $\tau$-transitions may exist between the Markovian transition and probabilistic transition. Novel algorithm to eliminate the probabilistic transitions in the IMC is needed, then the tool IMCA [4] may used to do performance evaluation.
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