Abstract—This paper proposes a simple operational semantics of pGCL, Dijkstra’s guarded command language extended with probabilistic choice, and relates this to pGCL’s wp-semantics by McIver and Morgan. Parameterised Markov decision processes whose state rewards depend on the post-expectation at hand are used as operational model. We show that the weakest pre-expectation of a pGCL-program w.r.t. a post-expectation corresponds to the expected cumulative reward to reach a terminal state in the parameterised MDP associated to the program. In a similar way, we show a correspondence between weakest liberal pre-expectations and liberal expected cumulative rewards.

I. INTRODUCTION

Formal semantics of programming languages has been the subject of intense research in computer science for several decades. Several approaches have been developed for the description of program semantics. Structured operational semantics defines the meaning of a program by means of an abstract machine where states correspond to program configurations (typically consisting of a program counter and a variable valuation) and transitions model the evolution of a program by executing statements. Program executions are then the possible runs of the abstract machine. Denotational semantics maps a program onto a mathematical object that describes for instance its input-output behaviour. Finally, axiomatic semantics provides the program semantics in an indirect manner by describing its properties. A prominent example of the latter are Hoare triples in which annotations, written in predicate logic, are associated to control points of the program.

The semantics of Dijkstra’s seminal guarded command language [2] from the seventies is given in terms of weakest preconditions. It is in fact a predicate transformer semantics that is a total function between two predicates on the state of a program. The predicate transformer $E = \text{wp}(P,F)$ for program $P$ and postcondition $F$ yields the weakest precondition $E$ on the initial state of $P$ ensuring that the execution of $P$ terminates in a final state satisfying $F$. There is a direct relation with axiomatic semantics: the Hoare triple $\{E\}P\{F\}$ holds for total correctness if and only if $E \Rightarrow \text{wp}(P,F)$. The weakest liberal precondition $\text{wlp}(P,F)$ yields the weakest precondition for which $P$ either does not terminate or establishes $F$. It does not ensure termination and corresponds to Hoare logic in partial correctness. Although providing an operational semantics for the guarded command language is rather straightforward, it lasted until the early nineties until Lukkien [8], [9] provided a formal connection between the predicate transformer semantics and the notion of a computation.

Qualitative annotations in predicate calculus are often insufficient for probabilistic programs as they cannot express quantities such as expectations over program variables. To that end, McIver and Morgan [10] generalised the methods of Dijkstra and Hoare to probabilistic programs by making the annotations real-valued expressions —referred to as expectations— in the program variables. Expectations are the quantitative analogue of predicates. This yields an expectation transformer semantics of the probabilistic guarded command language (pGCL, for short), an extension of Dijkstra’s language with a probabilistic choice operator. An expectation transformer is a total function between two expectations on the state of a program. The expectation transformer $\text{wp}(P,f)$ for pGCL-program $P$ and post-expectation $f$ over final states yields the least expected value $e$ on $P$’s initial state ensuring that $P$’s execution terminates with a value $f$. The annotation $\{e\}P\{f\}$ holds for total correctness if and only if $e \leq \text{wp}(P,f)$, where $\leq$ is to be interpreted in a point-wise manner. The weakest liberal pre-expectation $\text{wlp}(P,f)$ yields the least expectation for which $P$ either does not terminate or establishes $f$. It does not ensure termination and corresponds to partial correctness.

This paper provides a simple operational semantics of pGCL using parametric Markov decision processes (pMDPs), a slight variant of MDPs in which probabilities may be parameterised [3]. Our main contribution in this paper is a formal connection between the wp- and wlp-semantics of pGCL by McIver and Morgan and the operational semantics. This provides a clean and insightful relationship between the abstract expectation transformer semantics that has been proven useful for formal reasoning about probabilistic programs, and the notion of a computation in terms of the operational model, a pMDP. In order to establish this connection we equip pMDPs with state rewards that depend on the post-expectation at hand. Intuitively speaking, we decorate a terminal state in the operational model of a program with a reward that corresponds to the value of the post-expectation. All other states are assigned reward zero. We then show that the weakest pre-
expectation of a pGCL-program $P$ w.r.t. a post-expectation corresponds to the expected cumulative reward to reach a terminal state in the pMDP associated to $P$. In a similar way, we show that weakest liberal pre-expectations correspond to liberal expected cumulative rewards. The proofs are by induction on the structure of our probabilistic programs. This paper thus yields a computational view on the expectation transformer semantics of probabilistic programs using first principles of Markov decision processes.

A. Structure of this paper.

The rest of the paper is divided as follows. In Sect. II we introduce the probabilistic programming language pGCL. Parametric Markov decision processes with rewards are introduced in Sect. III. Section IV recaps the denotational semantics of pGCL [10] and introduces operational semantics for this language. Then the main result is established, namely that the two semantics are equivalent. Finally, Sect. V provides an example of reasoning over pGCL programs.

II. Probabilistic Programs

Our input language pGCL [10] is an extension of Dijkstra’s guarded command language [2]. Besides a non-deterministic choice operator, denoted $[]$, and a conditional choice, it incorporates a probabilistic choice operator, denoted $[p]$, where $p$ is a real parameter (or constant) whose values lie in the range $[0, 1]$. pGCL is a language to model sequential programs containing randomized assignments. For instance, the assignment $(x := 2 \cdot x \cdot 0.75; x := x+1)$ doubles the value of $x$ with probability $\frac{3}{4}$ and increments it by one with the remaining probability $\frac{1}{4}$.

Definition 1. (Syntax of pGCL) Let $P, P_1, P_2$ be pGCL-programs, $p$ a probability variable, $x$ a program variable, $E$ an expression, and $G$ a Boolean expression. The syntax of a pGCL program $P$ adheres to the following grammar:

$$
\text{skip} \mid \text{abort} \mid x := E \mid P_1; P_2 \mid P_1 \parallel P_2 \mid P_1 [p] P_2 \mid \text{if}(G) \{P_1\} \text{ else } \{P_2\} \mid \text{while}(G) \{P\}.
$$

skip stands for the empty statement, abort for abortion, and $x := E$ for an assignment of the value of expression $E$ (over the program variables) to variable $x$. The sequentially composed program $P_1; P_2$ behaves like $P_1$ and subsequently like $P_2$ on the successful termination of $P_1$. The statement $P_1 \parallel P_2$ denotes a non-deterministic choice; it behaves like either $P_1$ or $P_2$. The statement $P_1 [p] P_2$ denotes a probabilistic choice. It behaves like $P_1$ with probability $p$ and like $P_2$ with probability $1 - p$. The remaining two statements are standard: conditional choice and while-loop. Throughout this paper, we assume that pGCL-programs are well-typed. This entails that for assignments of the form $x := E$ we assume that $x$ and $E$ are of the same type. In a similar way, we assume $G$ to denote a Boolean expression and variable $p$ to denote a probability in the real interval $[0, 1]$.

Example 4. (Parametric distribution) Consider $S = \{s_0, s_1, s_2\}$. Then a parametric distribution $\mu$ might be: $\mu(s_0) = p$, $\mu(s_1) = 1 - p$ and $\mu(s_2) = 0$ where $p \in [0, 1]$. Just note that $p$ is a symbol and not an explicit number like 0.4.

Definition 5. (Markov decision process) An MDP $\mathcal{M}$ is a tuple $(S, S_0, \rightarrow)$ where $S$ is a countable set of states with

Listing 1. The duelling cowboys, cf. [10].

```c
int cowboyDuel(a, b) {
  // 0 < a, b < 2
  t := A [ ] t := B); // decide who starts
  c := 1;
  while (c = 1) {
    if (t = A) {
      (c := 0 if t := B);
    } else {
      (c := 0 if t := A);
    }
  }
  return t; // the survivor
}
```
initial state-set $S_0 \subseteq S$ where $S_0 \neq \emptyset$, and $\rightarrow \subseteq S \times \text{Dist}(S)$ is a transition relation from a state to a set of distributions over states.

Let $s \rightarrow \mu$ denote $(s, \mu) \in \rightarrow$ and $s \rightarrow t$ denote $s \rightarrow \mu$ with $\mu(t) = 1$. We define $\text{Dist}(s) = \{ \mu \mid s \rightarrow \mu \}$ to be the set of enabled distributions in state $s$. The intuitive operational behavior of an MDP $\mathcal{M}$ is as follows. First, non-deterministically select some initial state $s_0 \in S_0$. In state $s$ with $\text{Dist}(s) \neq \emptyset$, non-deterministically select $\mu \in \text{Dist}(s)$. The next state $t$ is randomly chosen with probability $\mu(t)$. If $\text{Dist}(t) = \emptyset$, exit; otherwise continue as state for $s$.

Our MDPs are called parametric because the underlying distributions are parametric.

**Remark 6. (Finite support)** In the context of this paper we are only interested in finitely branching Markov decision processes. This means that every state has finitely many successor states. Therefore $|\text{Dist}(s)| < \infty$ for all $s \in S$ and all distributions are assumed to have finite support.

A path of MDP $\mathcal{M}$ is a maximal alternating sequence $\pi = s_0 \xrightarrow{\mu_0} s_1 \xrightarrow{\mu_1} \ldots$ such that $\mu_i(s_{i+1}) > 0$ for all $i \geq 0$. Any path is a maximal sequence, it is either infinite or ends in state $s$ with $\text{Dist}(s) = \emptyset$. Reasoning about probabilities on sets of paths of an MDP relies on the resolution of non-determinism. This resolution is performed by a policy\(^1\) that selects one of the enabled distributions in a state. Whereas in general a policy may base its decision in state $s$ on the path fragment from $s_0 \in S_0$ to $s$, it suffices in the context of this paper to consider positional policies.

**Definition 7. (Positional policy)** Function $\mathcal{P} : S \rightarrow \text{Dist}(S)$ is a positional policy for MDP $\mathcal{M} = (S, S_0, \rightarrow)$ with $\mathcal{P}(s) \in \text{Dist}(s)$ for all $s \in S$.

A positional policy thus selects an enabled distribution based on the current state $s$ only. As in the rest of this paper, we only consider positional policies, we call them simply policies. The path fragment leading to $s$ does not play any role. The path $\pi = s_0 \xrightarrow{\mu_0} s_1 \xrightarrow{\mu_1} \ldots$ is called a $\mathcal{P}$-path if it is induced by the policy $\mathcal{P}$, that is, $\mathcal{P}(s_i) = \mu_i$ for all $i \geq 0$. Let $\text{Paths}^\mathcal{P}(s)$ denote the set of $\mathcal{P}$-paths starting from state $s$. A policy of an MDP $\mathcal{M}$ induces a Markov chain $\mathcal{M}^\mathcal{P}$ with the same state space as $\mathcal{M}$ and transition probabilities $\mathcal{P}(s)(t)$ for states $s$ and $t$. For finite path fragment $\widehat{\pi} = s_0 \xrightarrow{\mu_0} s_1 \xrightarrow{\mu_1} \ldots \xrightarrow{\mu_{k-1}} s_k$ of a $\mathcal{P}$-path, let $\mathcal{P}(\widehat{\pi})$ denote the probability of $\widehat{\pi}$ which is defined by $\mu_0(s_1) \times \ldots \times \mu_{k-1}(s_k) = \prod_{i=1}^{k} \mu_{i-1}(s_i)$. Let $\mathcal{P}(\mathcal{P}(\Pi))$ denote the probability of the set of paths $\Pi$ under policy $\mathcal{P}$. This probability measure is defined in the standard way using a cylinder set construction on the induced Markov chain $\mathcal{M}^\mathcal{P}$ [1].

To compare our operational semantics of pGCL with its wp- and wlp-semantics, we use rewards (or, dually costs).

**Definition 8. (MDP with rewards)** An MDP with rewards (also called reward-MDP, or shortly RMDP) is a pair $(\mathcal{M}, r)$ with $\mathcal{M}$ an MDP with state space $S$ and $r : S \rightarrow \mathbb{N}$ a function assigning a natural reward to each state.\(^2\)

Intuitively, the reward $r(s)$ stands for the reward earned on entering state $s$. The cumulative reward of a finite path $s_0 \xrightarrow{\mu_0} s_1 \xrightarrow{\mu_1} \ldots s_k$ is the sum of the rewards in all states that have been visited, i.e., $r(s_0) + \ldots + r(s_k)$ provided $k > 0$, and 0 otherwise.

**Example 9. (RMDP, cumulative reward of a path)**

![Graph showing an RMDP with cumulative reward of a path]

Assume a policy $\mathcal{P}$ with $\mathcal{P}(s_0) = \mu$. Then $\pi = s_0 \xrightarrow{\mu} s_3$ is a possible path that is taken with probability 0.5 and has cumulative reward $r(\pi) = 17$.

**B. Reachability objectives**

We are interested in reachability events in reward-MDPs. Let $T \subseteq S$ be a set of target states. The event $\Diamond T$ stands for the reachability of some state in $T$, i.e., $\Diamond T$ is the set of paths in MDP $\mathcal{M}$ that hit some state $s \in T$. Formally $\Diamond T = \{ s \in \text{Paths} \mid \exists i \geq 0. \pi[i] \in T \}$ where $\pi[i]$ denotes the $i$-th state visited along $\pi$. We write $\pi \models \Diamond T$ whenever $\pi$ belongs to $\Diamond T$. It follows by standard arguments that $\Diamond T$ is a measurable event. The cumulative cost for this event is defined as follows.

**Definition 10. (Cumulative cost for reachability)** Let $\pi = s_0 \xrightarrow{\mu_0} s_1 \xrightarrow{\mu_1} \ldots$ be a maximal path in reward-MDP $(\mathcal{M}, r)$ and $T \subseteq S$ a set of target states. If $\pi \models \Diamond T$, the cumulative cost along $\pi$ before reaching $T$ is defined by: $r_T(\pi) = r(s_0) + \ldots + r(s_k)$ where $s_i \notin T$ for all $i < k$ and $s_k \in T$. If $\pi \not\models \Diamond T$, then $r_T(\pi) = 0$.

Stated in words, the cumulative costs for a path $\pi$ to reach $T$ is the cumulative cost of the minimal prefix of $\pi$ satisfying $\Diamond T$. In case $\pi$ never reaches a state in $T$, the cumulative cost is defined to be zero. We denote by $\text{Paths}(s, \Diamond T)$ the set of paths starting in $s$ that eventually reach $T$.

**Definition 11. (Expected reward for reachability)** Let $(\mathcal{M}, r)$ be an RMDP with state space $S$ and $s \in S$. The minimal expected reward until reaching $T \subseteq S$ from $s \in S$, denoted $\text{ExpRew}^{\mathcal{M}, r}(s \models \Diamond T)$, is defined by:

$$\min_{\mathcal{P}} \sum_{c=0}^{\infty} c \cdot Pr^\mathcal{P}\{ \pi \in \text{Paths}^\mathcal{P}(s, \Diamond T) \mid r_T(\pi) = c \} \text{.}$$

The minimal liberal expected reward until reaching $T$ from $s$,
denoted \( L\text{ExpRew}^{(M,r)}(s \models \diamond T) \), is defined by:
\[
\min_{\mathcal{P}} \left\{ \sum_{\pi=0}^{\infty} c \cdot P_{\mathcal{P}}^\pi \{ \pi \in \text{Paths}^\mathcal{P}(s, \diamond T) \mid r_T(\pi) = c \} + P_{\mathcal{P}}^\pi(s \not\models \diamond T) \right\} .
\]

We leave away the superscript when the underlying model is clear from context.

The expected reward in \( s \) to reach some state in \( T \) is the expected cumulative cost over all paths (reaching \( T \)) induced under a demonic policy. The motivation to consider a demonic and not an angelic policy becomes clear further on in this paper, and has a direct relation with the notion of weakest pre-expectation. Note that in case \( T \) is not reachable from \( s \) under a demonic policy, \( \text{ExpRew}(s \models \diamond T) = 0 \). \( L\text{ExpRew}(s \models \diamond T) \) is the expected reward to reach \( T \) or never reach it from \( s \). In case there is no policy under which \( T \) can be reached from \( s \), we have that \( L\text{ExpRew}(s \models \diamond T) = 1 \). Note that \( \text{ExpRew} \) and \( L\text{ExpRew} \) coincide if \( T \) is reached with probability 1. For finite MDPs without parameters, expected and liberal expected rewards for reachability objectives can be obtained by solving a linear programming problem. A detailed description is outside the scope of this paper; its analogue for Markov chains is fully described in [1, Ch. 10.5].

Example 12. (Expected rewards)

\[
\begin{array}{c}
s_0 \downarrow 0 \\
\mu \uparrow \\
\frac{1}{2} \downarrow \frac{1}{2} \\
s_1 \downarrow 1 \\
s_2 \downarrow 4 \\
s_3 \downarrow 17 \\
s_4 \downarrow 8 \\
s_5 \downarrow 2 \\
\end{array}
\]

Let \( T = \{ s_2, s_3 \} \). Then \( \text{ExpRew}(s_0 \models \diamond T) = \min\{2, \frac{59}{6}\} = 2 \). And \( L\text{ExpRew}(s_0 \models \diamond T) = \min\{2,5,10\} = 2.5 \).

IV. \text{pGCL} SEMANTICS

This section describes an expectation transformer semantics of \text{pGCL}, as well as an operational semantics using MDPs. The main result of this section is a formal connection between these two semantics.

A. Denotational Semantics

When probabilistic programs are executed they determine a probability distribution over final values of program variables. For instance, on termination of

\[
(x := 1 \ [0.75] \ x := 2);
\]

the final value of \( x \) is 1 with probability \( \frac{3}{4} \) or 2 with probability \( \frac{1}{4} \). An alternative way to characterise that probabilistic behaviour is to consider the expected values over random variables with respect to that distribution. For example, to determine the probability that \( x \) is set to 1, we can compute the expected value of the random variable “\( x \) is 1” which is \( \frac{3}{4} \cdot 1 + \frac{1}{4} \cdot 0 = \frac{3}{4} \). Similarly, to determine the average value of \( x \), we compute the expected value of the random variable “\( x \)” which is \( \frac{3}{4} \cdot 1 + \frac{1}{4} \cdot 2 = \frac{5}{4} \).

More generally, rather than a distribution-centred approach, we take an “expectation transformer” [10] approach. We annotate probabilistic programs with expectations, cf. [10]. Expectations are functions which map program states to real values. They are the quantitative analogue to Hoare’s predicates for non-probabilistic programs. An expectation transformer is a total function between two expectations on the state of a program. The transformer \( \wp(P, f) \) for program \( P \) and post-expectation \( f \) yields the least expected value \( e \) on \( P \)'s initial state ensuring that \( P \)'s execution terminates with a value \( f \). Annotation \( \{ e \} P \{ f \} \) holds for total correctness if and only if \( e \leq \wp(P, f) \) where \( \leq \) is to be interpreted in a point-wise manner. Intuitively, implication between predicates is generalised to pointwise inequality between expectations. For convenience we use square brackets to link boolean truth values to numbers and by convention \([\text{true}] = 1 \) and \([\text{false}] = 0 \).

Definition 13. (wp-semantics of \text{pGCL}) Let \( P \) and \( Q \) be \text{pGCL}-programs, \( f \) a post-expectation, \( x \) a program variable, \( E \) an expression, and \( G \) a Boolean expression. The \( wp \)-semantics of a program is defined by structural induction follows:

- \( wp(\text{skip}, f) = f \)
- \( wp(\text{abort}, f) = 0 \)
- \( wp(x := E, f) = f[x := E] \)
- \( wp(P; Q, f) = wp(P, wp(Q, f)) \)
- \( wp(\text{if}(G)\{P\}\text{else}\{Q\}, f) = ([G] \cdot wp(P, f) + [\neg G] \cdot wp(Q, f)) \)
- \( wp(P \[ Q, f) = \min(wp(P, f), wp(Q, f)) \)
- \( wp(P \leftarrow[ p] Q, f) = p \cdot wp(P, f) + (1 - p) \cdot wp(Q, f) \)
- \( wp(\text{while}(G)\{P\}, f) = \mu X. ([G] \cdot wp(P, X) + [\neg G] \cdot f) \)

Here \( \mu \) is the least fixed point operator w.r.t. the ordering \( \leq \) on expectations.

If program \( P \) does not contain a probabilistic choice, then this \( wp \) is isomorphic to Dijkstra’s \( wp \) [10]. A weakest liberal pre-expectation \( \wp(P, f) \) yields the least expectation for which \( P \) either does not terminate or establishes \( f \).

Definition 14. (wlwp-semantics of \text{pGCL}) \(wlwp\)-semantics differs from \( wp\)-semantics only for while and abort:

- \( wlwp(\text{abort}, f) = 1 \)
- \( wlwp(\text{while}(G)\{P\}, f) = \nu X. ([G] \cdot wp(P, X) + [\neg G] \cdot f) \)

Here \( \nu \) is the greatest fixed point operator w.r.t. the ordering \( \leq \) on expectations.

So the difference between \( wp \) and \( wlwp \) is lies in the handling non-termination. As for \( \text{ExpRew} \) and \( L\text{ExpRew} \) the expectation transformers \( wp \) and \( wlwp \) coincide for programs that terminate with probability 1.

Example 15. (Application of \(wlwp\)-semantics) Consider again the duelling cowboys example. Assume we are given
the post-expectation:
\[
    f = [t = A \land c = 0] \cdot \frac{a}{a + b - ab} + [t = A \land c = 1] \cdot \frac{(1 - b)a}{a + b - ab}.
\]

Let us compute the weakest liberal pre-expectation of the loop body from Lst. 1 w.r.t. the post-expectation \( f \). This yields:
\[
    wlp(if(t = A)\{(c := 0)[a] t := B\}; \{f\})
    = [t = A] \cdot wlp(c := 0[a] t := B, f)
    \quad + [t \neq A] \cdot wlp(c := 0[b] t := A, f)
    = [t = A] \cdot (a \cdot wlp(c := 0, f) + (1 - a) \cdot wlp(t := B, f))
    \quad + [t \neq A] \cdot (b \cdot wlp(c := 0, f) + (1 - b) \cdot wlp(t := A, f))
    = [t = A \land c \neq 1] \cdot a + [t = A \land c = 1] \cdot \frac{a}{a + b - ab}
    \quad + [t \neq A \land c = 0] \cdot (1 - b) + [t \neq A \land c = 1] \cdot \frac{(1 - b)a}{a + b - ab}.
\]

The result of this example will be used in Sect. V. ■

Remark 16. (Expectations are bounded) Reasoning within denotational semantics requires a lower and upper bound on expectations. In [10] expectations are defined to be nonnegative with 0 as the least element and 1 as the maximum. We just note that these bounds can be altered or even given up provided that the program at hand has certain properties - the discussion of details is beyond this work. In the following we stick to the original definitions with bounds 0 and 1. ■

B. Operational Semantics

Our aim is to model the stepwise behaviour of a pGCL-program \( P \) by an MDP denoted \( \mathcal{M}[P] \). This MDP represents the operational interpretation of the program \( P \) and intuitively acts as an abstract machine for \( P \). This is done as follows. Let \( \eta \) be a variable valuation of the program variables. That is, \( \eta \) is a mapping from the program variables onto their (possibly infinite) domains. For variable \( x \), \( \eta(x) \) denotes the value of \( x \) under \( \eta \). For expression \( E \), let \( \llbracket E \rrbracket_{\eta} \) denote the valuation of \( E \) under valuation \( \eta \). This is defined in the standard way, e.g., for \( E = 2 \ast x + y \) with \( \eta(x) = 3 \) and \( \eta(y) = 7 \), we have \( \llbracket E \rrbracket_{\eta} = 2 \ast \eta(x) + \eta(y) = 13 \). We use the distinguished semantic construct \( \bullet \) to denote the successful termination of a program. States in the MDP are of the form \( \langle Q, \eta \rangle \) with \( Q \) a pGCL-statement or \( Q = \text{exit} \) and \( \eta \) a variable valuation. For instance, the execution of the assignment \( x := 2 \ast x + y \) under evaluation \( \eta \) with \( \eta(x) = 3 \) and \( \eta(y) = 7 \) results in the state \( \langle \text{exit}, \eta' \rangle \) where \( \eta' \) is the same as \( \eta \) except that \( \eta'(x) = 13 \). Initial states of program \( P \) are tuples \( \langle P, \eta \rangle \) where \( \eta \) maps any variable onto an arbitrary value.

Definition 17. (Operational semantics of pGCL) The operational semantics of pGCL-program \( P \), denoted \( \mathcal{M}[P] \), is the MDP \( \langle S, S_0, \rightarrow \rangle \) where:

- \( S \) is the set of pairs \( \langle Q, \eta \rangle \) with \( Q \) a pGCL-program or \( Q = \text{exit} \), and \( \eta \) is a variable valuation of the variables occurring in \( P \),
- \( S_0 = \{ \langle P, \eta \rangle \} \) where \( \eta \) maps every variable in \( P \) to an arbitrary value, and
- \( \rightarrow \) is the smallest relation that is induced by the inference rules in Table I.

\begin{table}[h]
\centering
\caption{Inference rules for pGCL programs}
\begin{tabular}{ll}
\hline
\( \langle \text{skip}, \eta \rangle \rightarrow \langle \text{exit}, \eta \rangle \) & \( \langle \text{abort}, \eta \rangle \rightarrow \langle \text{abort}, \eta \rangle \) \\
\hline
\end{tabular}
\end{table}

Example 18. (Operational semantics) Figure 1 depicts the MDP underlying the cowboy example. This MDP is parameterized with parameters \( a \) and \( b \) but has a finite state space. A slight adaptation of our example program in which we keep track of the number of shots before one of the cowboys dies, yields an MDP with infinitely many states. The support of any distribution in this MDP is finite however. ■

Let \( P' \) denote the set of states in MDP \( \mathcal{M}[P] \) of the form \( \langle \text{exit}, \eta \rangle \) for arbitrary variable valuation \( \eta \). Note that states in \( P' \) represent the successful termination of \( P \). If \( P' = \emptyset \), program \( P \) diverges under all possible policies.

Definition 19. (Reward-MDP of a pGCL-program) Let \( P \) be a pGCL-program and \( f \) a post-expectation for \( P \). The reward-MDP associated to \( P \) and \( f \) is defined as \( \mathcal{R}_f[P] = \)
For pGCL program $P$ and variable valuation $\eta$, we have:

$$\text{ExpRew}^{R,f}[P]((P, \eta)) = \sum_{\pi \in \text{Paths}^{R,f}_{\min}(s, \Diamond P^\vee)} P(\pi) \cdot r_{P^\vee}(\pi)$$

where $\text{Paths}^{R,f}_{\min}(s, \Diamond T)$ is the set containing all finite paths of the form $s_0 \ldots s_k$ with $s_0 = s$, $s_k \in T$ and $s_i \not\in T$ for all $0 \leq i < k$ that adhere to the policy $\Psi$.  

\begin{proof}
Let $T = P^\vee$ for pGCL program $P$. The proof has two ingredients. First, we observe that a path which fails to reach a final state has reward 0 according to the wp semantics of $\text{abort}$. Secondly, in a finitely-branching MDP with countably many states there are “only” countably many paths that reach any given set. Consider the definition of expected reward:

$$\text{ExpRew}^{R,f}[P]((P, \eta)) = \sum_{c=0}^{\infty} c \cdot P^{\Diamond}(s, \Diamond T) | r_T(\pi) = c.$$ 

Given that $P(r) = P(\pi)$ where prefix $\pi$ of $\pi$ is minimal and ends in $T$, the above term equals:

$$\sum_{c=0}^{\infty} c \cdot P(\pi) \in \text{Paths}^{R,f}_{\min}(s, T) | r_T(\pi) = c.$$ 

As $\mathcal{M}[P]$ is a finitely branching MC, there are countably many $\pi$ for each reward $c$. This yields:

$$\min_{\Psi} \sum_{\pi \in \text{Paths}^{R,f}_{\min}(s, T)} P(\pi) \cdot r_T(\pi)$$

We use this fact in our proofs later on.

\begin{remark}
(Real valued rewards) Lemma 20 provides a straightforward way to calculate expected rewards when the rewards are real valued instead of just integer. This is because the summation runs not over the possible cumulative rewards (of which there are uncountably many in the case of real valued rewards) but over the possible paths that reach an exit state. In the following we stay with integer rewards as introduced earlier but bear in mind that Theorems 23 and 24 also hold for real valued post-expectations.
\end{remark}

Analogously we obtain:

\begin{lemma}
(Characterizing liberal expected rewards)
\end{lemma}

For pGCL program $P$ and variable valuation $\eta$, we have:

$$\text{LExpRew}^{R,f}[P]((P, \eta)) = \sum_{\pi \in \text{Paths}^{R,f}_{\min}(s, \Diamond P^\vee)} P(\pi) \cdot r_{P^\vee}(\pi) + P_{\text{abort}}((P, \eta) \not\models \Diamond P^\vee).$$

\begin{proof}
Follows immediately from Lemma 20.
\end{proof}

\section{C. Main Results}

This brings us at a position to present our main results of this paper: a formal relationship between the wp-semantics of pGCL-program $P$ and its operational semantics in terms of a reward-MDP, and similiar for the wp-semantics. We first consider the wp-semantics.

\begin{theorem}
(Operational vs. wp-semantics) For pGCL-program $P$, variable valuation $\eta$, and post-expectation $f$:

$$wp(P, f)(\eta) = \text{ExpRew}^{R,f}[P]((P, \eta)) = \Diamond P^\vee.$$ 

\begin{proof}
By structural induction over the pGCL program $P$. For the sake of convenience, let $\text{Paths}(P^\vee, \eta, c)$ denote the set

$$\{ \pi \in \text{Paths}((P, \eta), \Diamond P^\vee) | r_{P^\vee}(\pi) = c \}.$$ 

Furthermore we write paths as sequences of states and leave out the distribution in between each pair of states because it is obvious. Induction base:

- For $P = \text{skip}$ we derive:

$$\text{ExpRew}^{R,f}[\text{skip}](\text{skip}, \eta) = \Diamond \text{skip}^\vee$$

$$= \min_{\Psi} \sum_{c=0}^{\infty} c \cdot P^{\Diamond}(\text{skip}^\vee, \eta, c)$$

$$= f(\eta) \cdot \text{Pr}\{\pi = \langle \text{skip}, \eta \rangle | r_{\text{skip}^\vee}(\pi) = f(\eta)\}$$

$$= f(\eta) \cdot 1$$

$$= f(\eta)$$

$$= wp(\text{skip}, f)(\eta).$$

\end{proof}

\end{theorem}
For $P = \text{abort}$ we derive:

$$\text{ExpRew}^R_{\mathcal{I},\{\text{abort}\}}((\text{abort}, \eta) \models \triangleleft \text{abort}^\vee)$$

$$= \min_{P} \sum_{c=0}^{\infty} c \cdot \Pr^P\left(\text{Paths}^P(\text{abort}^\vee, \eta, c)\right)$$

$$= 0$$

$$= \text{wp}(\text{abort}, f)(\eta)$$

as there is no path starting from $⟨\text{abort}, \eta⟩$ that reaches an exit-state.

Let $P$ be the assignment $x := E$. For this case, we have:

$$\text{ExpRew}^R_{\mathcal{I},\{x := E\}}((x := E, \eta) \models \triangleleft x := E^\vee)$$

$$= \min_{P} \sum_{c=0}^{\infty} c \cdot \Pr^P\left(\text{Paths}^P(x := E^\vee, \eta, c)\right)$$

$$= f(\eta[x/E]) \cdot \Pr\{\pi = (x := E, \eta)(\text{exit}, \eta[x/E]) | x := E^\vee(\pi) = f(\eta[x/E])\}$$

$$= f(\eta[x/E]) \cdot 1$$

$$= f(\eta[x/E])$$

$$= \text{wp}(x := E, f)(\eta).$$

Induction hypothesis: assume

$$\text{wp}(P, f)(\eta) = \text{ExpRew}^R_{\mathcal{I},\{P\}}((\eta) \models \triangleleft P^\vee).$$

Induction step:

• Consider the probabilistic choice $P \parallel Q$ (this also covers conditional choice since it can be written as $P \parallel G \{Q\}$):

$$\text{ExpRew}^R_{\mathcal{I},\{P \parallel Q\}}((P \parallel Q, \eta) \models \triangleleft (P \parallel Q)^\vee)$$

$$= \min_{P} \sum_{c=0}^{\infty} c \cdot \Pr^P\left(\text{Paths}^P((P \parallel Q)^\vee, \eta, c)\right)$$

$$= \min_{P} \sum_{c=0}^{\infty} c \cdot \Pr^P\left(\text{Paths}^P(P^\vee, \eta, c)\right)$$

$$+ \sum_{c=0}^{\infty} c \cdot (1 - p) \cdot \Pr^P\left(\text{Paths}^P(Q^\vee, \eta, c)\right)$$

$$= p \cdot \min_{P} \sum_{c=0}^{\infty} c \cdot \Pr^P\left(\text{Paths}^P(P^\vee, \eta, c)\right)$$

$$+ (1 - p) \cdot \min_{P} \sum_{c=0}^{\infty} c \cdot \Pr^P\left(\text{Paths}^P(Q^\vee, \eta, c)\right)$$

$$= p \cdot \text{ExpRew}^R_{\mathcal{I},\{P\}}(\eta) \models \triangleleft P^\vee$$

$$+ (1 - p) \cdot \text{ExpRew}^R_{\mathcal{I},\{Q\}}(\eta) \models \triangleleft Q^\vee$$

$$I.H. \quad \text{wp}(P, f)(\eta) + (1 - p) \cdot \text{wp}(Q, f)(\eta)$$

In * we use the fact that the policy for paths starting in $⟨P, \eta⟩$ is independent of the policy for paths starting in $⟨Q, \eta⟩$.

• Consider the non-deterministic choice $P \parallel Q$:

$$\text{ExpRew}^R_{\mathcal{I},\{P \parallel Q\}}((P \parallel Q, \eta) \models \triangleleft (P \parallel Q)^\vee)$$

$$= \min_{P} \sum_{c=0}^{\infty} c \cdot \Pr^P\left(\text{Paths}^P((P \parallel Q)^\vee, \eta, c)\right)$$

$$= \min_{P} \sum_{c=0}^{\infty} c \cdot \Pr^P\left(\text{Paths}^P(P^\vee, \eta, c)\right)$$

$$+ \sum_{c=0}^{\infty} c \cdot \Pr^P\left(\text{Paths}^P(Q^\vee, \eta, c)\right)$$

$$= \min\{\text{ExpRew}^R_{\mathcal{I},\{P\}}(\eta) \models \triangleleft P^\vee, \text{ExpRew}^R_{\mathcal{I},\{Q\}}(\eta) \models \triangleleft Q^\vee\}$$

$$I.H. \quad \min\{\text{wp}(P, f), \text{wp}(Q, f)\}$$

$$= \text{wp}(P \parallel Q, f)(\eta).$$

• Consider the sequential composition $P; Q$:

$$\text{ExpRew}^R_{\mathcal{I},\{P; Q\}}((P; Q, \eta) \models \triangleleft (P; Q)^\vee)$$

$$= \min_{P} \sum_{c=0}^{\infty} c \cdot \Pr^P\left(\text{Paths}^P((P; Q)^\vee, \eta, c)\right)$$

$$= \min_{P} \sum_{c=0}^{\infty} c \cdot \Pr^P\left(\text{Paths}^P(P^\vee, \eta, c)\right)$$

$$+ \sum_{c=0}^{\infty} c \cdot \Pr^P\left(\text{Paths}^P(Q^\vee, \eta, c)\right)$$

$$= \min\{\text{ExpRew}^R_{\mathcal{I},\{P\}}(\eta) \models \triangleleft P^\vee, \text{ExpRew}^R_{\mathcal{I},\{Q\}}(\eta) \models \triangleleft Q^\vee\}$$

$$I.H. \quad \text{wp}(P; Q, f)(\eta)$$

$$= \text{wp}(P; Q, f)(\eta).$$

In * we rewrite each single path into a prefix which corresponds to the execution of $P$ and all possible continuations according to $Q$. Then we can compute the expected reward $r_q$ of $Q$ and use this as an intermediate result to compute the expected reward of the sequential composition.

• Consider the loop while($G$)\{P\}. This case is proven by induction on the number of iterations that a while-loop performs. Let the bounded while-loop for $k > 0$ be:

$$(\text{while}(G)\{P\})^{k+1} = \text{if}(G)\{P; (\text{while}(G)\{P\})^k\} \text{ else } \{\text{skip}\}.$$
Observe that
\[
wp((\text{while}(G)\{P\})^{k+1}, f)(\eta) \\
\geq wp((\text{while}(G)\{P\})^k, f)(\eta).
\]
From the fixpoint theorem 3 in [7] we know that the more iterations the bounded while loop is allowed to perform the closer it approximates the fixpoint given in Def. 13. Formally this means
\[
\lim_{k \to \infty} wp((\text{while}(G)\{P\})^k, f)(\eta) = wp(\text{while}(G)\{P\}, f)(\eta).
\]
From (1) it follows that for every \(k\), \(\text{ExpRew}\) behaves identically to \(wp\). Thus with (2) it follows that
\[
wp((\text{while}(G)\{P\}), f)(\eta) = \text{ExpRew}^{\mathbb{R}_f}(\{\text{while}(G)\{P\}\})(\eta).
\]
It remains to prove (1). This is done by induction on \(k\).

Base case \((k = 0)\):
\[
\begin{align*}
wp((\text{while}(G)\{P\})^0, f)(\eta) & = wp(\text{abort}, f)(\eta) \\
& = \text{ExpRew}^{\mathbb{R}_f}[\text{abort}](\eta) \\
& = \text{ExpRew}^{\mathbb{R}_f}[\text{while}(G)\{P\}^0](\eta)
\end{align*}
\]
(*) was already shown earlier in the case abort.

Induction hypothesis: equation (1) holds for some unspecified but fixed value of \(k\).

Induction step:
\[
\begin{align*}
wp((\text{while}(G)\{P\})^{k+1}, f)(\eta) & = wp(\text{if}(G)\{P; (\text{while}(G)\{P\})^k\}\text{else}\{\text{skip}\}, f)(\eta) \\
& = [G] \cdot wp(\text{if}(G)\{P; (\text{while}(G)\{P\})^k\})(\eta) + [-G] \cdot wp(\text{skip}, f)(\eta) \\
& = [G] \cdot \text{ExpRew}^{\mathbb{R}_f}[P; (\text{while}(G)\{P\})^k](\eta) + [-G] \cdot \text{ExpRew}^{\mathbb{R}_f}[\text{skip}](\eta) \\
& = \text{ExpRew}^{\mathbb{R}_f}[\text{if}(G)\{P; (\text{while}(G)\{P\})^k\}\text{else}\{\text{skip}\}](\eta) \\
& = \text{ExpRew}^{\mathbb{R}_f}[\text{while}(G)\{P\}^{k+1}](\eta)
\end{align*}
\]
(*) follows from the induction hypothesis and the previously shown cases for skip and sequential composition.

Thus, \(wp(P, f)\) evaluated at \(\eta\) is the least expected value of \(f\) over any of the result distributions of \(P\).

**Theorem 24. (Operational vs. wlp-semantics) For pGCL-program \(P\), variable valuation \(\eta\), and post-expectation \(f\):**
\[
wp(P, f)(\eta) = \text{LExpRew}^{\mathbb{R}_f}[P](\langle P, \eta \rangle) \models \Diamond P^\vee.
\]

**Proof:** By structural induction over the pGCL program \(P\) (analogously to the proof of Theorem 23). Due to space limitations we skip the base cases which are rather simple.

Induction hypothesis: assume
\[
wp(P, f)(\eta) = \text{LExpRew}^{\mathbb{R}_f}[P](\langle P, \eta \rangle) \models \Diamond P^\vee.
\]
Induction step:
\[
\begin{align*}
\text{LExpRew}^{\mathbb{R}_f}[P\{Q\}](\langle P \{Q\}, \eta \rangle) & \models \Diamond (P \{Q\})^\vee \\
= \min_{\Psi} \left( \sum_{c=0}^{\infty} c \cdot \Pr^\Psi(\text{Paths}^\Psi((P \{Q\})^\vee, \eta, c) \right) \\
& + \Pr^\Psi(s \nmid \Diamond (P \{Q\})^\vee) \\
= \min_{\Psi} \left( \sum_{c=0}^{\infty} c \cdot \Pr^\Psi \left( \text{Paths}^\Psi(P^\vee, \eta, c) \right) \\
& + \Pr^\Psi(s \nmid \Diamond P^\vee) \\
& + \sum_{c=0}^{\infty} c \cdot (1 - p) \cdot \Pr^\Psi \left( \text{Paths}^\Psi(Q^\vee, \eta, c) \right) \\
& + (1 - p) \cdot \Pr^\Psi(s \nmid \Diamond Q^\vee) \\
= p \cdot \min_{\Psi_1} \left( \sum_{c=0}^{\infty} c \cdot \Pr^\Psi_1 \left( \text{Paths}^\Psi_1(P^\vee, \eta, c) \right) \\
& + \Pr^\Psi_1(s \nmid \Diamond P^\vee) \\
& + (1 - p) \cdot \min_{\Psi_2} \left( \sum_{c=0}^{\infty} c \cdot \Pr^\Psi_2 \left( \text{Paths}^\Psi_2(Q^\vee, \eta, c) \right) \\
& + \Pr^\Psi_2(s \nmid \Diamond Q^\vee) \\
& = p \cdot \text{LExpRew}^{\mathbb{R}_f}[P](\langle P, \eta \rangle) \models \Diamond P^\vee
\end{align*}
\]

Consider the deterministic choice \(P\{Q\}\):
\[
\text{LExpRew}^{\mathbb{R}_f}[P\{Q\}](\langle P \{Q\}, \eta \rangle) \models \Diamond (P \{Q\})^\vee \\
= \min_{\Psi} \left( \sum_{c=0}^{\infty} c \cdot \Pr^\Psi(\text{Paths}^\Psi((P \{Q\})^\vee, \eta, c) \right) \\
& + \Pr^\Psi(s \nmid \Diamond (P \{Q\})^\vee) \\
= \min_{\Psi} \left( \sum_{c=0}^{\infty} c \cdot \Pr^\Psi(\text{Paths}^\Psi(P^\vee, \eta, c) \right) \\
& + \Pr^\Psi(s \nmid \Diamond P^\vee) \\
& + \sum_{c=0}^{\infty} c \cdot (1 - p) \cdot \Pr^\Psi(\text{Paths}^\Psi(Q^\vee, \eta, c) \right) \\
& + (1 - p) \cdot \Pr^\Psi(s \nmid \Diamond Q^\vee) \\
& = p \cdot \text{LExpRew}^{\mathbb{R}_f}[P\{Q\}](\langle P \{Q\}, \eta \rangle) \models \Diamond (P \{Q\})^\vee
\]

Thus, \(wp(P, f)\) evaluated at \(\eta\) is the least expected value of \(f\) over any of the result distributions of \(P\).
• Consider the sequential composition \( P; Q \):
\[
\text{LExpRew}^\mathcal{R}_f ([P; Q]) = \text{LExpRew}^\mathcal{R}_f ([P]) \circ \text{LExpRew}^\mathcal{R}_f ([Q])
\]

It remains to prove (3). This is done by induction on \( k \). Base case \((k = 0)\):
\[
wlp((\text{while}(G))\{P\})^0, f)(\eta) = wlp(\text{abort}, f)(\eta) \\
\leq \text{LExpRew}^\mathcal{R}_f ([\text{while}(G))\{P\}]^0)(\eta) = \text{LExpRew}^\mathcal{R}_f ([\text{while}(G))\{P\}]^0)(\eta)
\]

\( (+) \) was already shown earlier in the case (abort).

Induction hypothesis: equation (3) holds for some unspecified but fixed value of \( k \).

Induction step:
\[
wlp((\text{while}(G))\{P\})^{k+1}, f)(\eta) \\
= wlp((\text{while}(G))\{P\})^k, f)(\eta) + wlp(\text{skip}, f)(\eta) \\
= [G] \cdot LExpRew^\mathcal{R}_f ([\text{while}(G))\{P\}]^k)(\eta) + [-G] \cdot LExpRew^\mathcal{R}_f ([\text{skip}])^k)(\eta) \\
= LExpRew^\mathcal{R}_f ([\text{while}(G))\{P\}]^{k+1})(\eta)
\]

\( (+) \) follows from the induction hypothesis and the previously shown cases for \text{skip} and sequential composition.

The weakest liberal pre-expectation \( wlp(P, f) \) is thus the least expected value of \( f \) over any of the result distributions of \( P \) plus the probability that \( P \) does not terminate.

**Example 25. (Duelling cowboys.)** Consider again the duelling cowboys example from Lst. 1. Assume we are interested in the probability that cowboy A wins the duel. In terms of the MDP semantics this means we are interested in
\[
\text{LExpRew}^\mathcal{R}_f ([\text{while}(G))\{P\}]^k(a)(\eta) = \text{LExpRew}^\mathcal{R}_f ([\text{while}(G))\{P\}]^k(\eta)
\]

The only difference is now that
\[
wlp((\text{while}(G))\{P\})^k, f)(\eta) \\
\leq wlp(\text{while}(G))\{P\})^k, f)(\eta)
\]

Using this we again know that the bounded while loop approximates the fixpoint given in Def. 14 (only this time from above). Formally this means
\[
\lim_{k \to \infty} wlp((\text{while}(G))\{P\})^k, f)(\eta) \\
= wlp(\text{while}(G))\{P\}, f)(\eta)
\]

From (3) we know that for every \( k \) \text{LExpRew} behaves identically to \text{LExpRew}. Thus with (4) it follows that
\[
wlp((\text{while}(G))\{P\}, f)(\eta) \\
= \text{LExpRew}^\mathcal{R}_f ([\text{while}(G))\{P\}]^k)(\eta)
\]
semantics do not depend on the underlying state space but on the structure of the program. In this section we show how to determine a pre-expectation using wlp-semantics.

Again let us determine the probability that cowboy A wins the duel. Therefore we choose \( [t = A] \) as the post-expectation and want to find \( \text{wlp}(\text{cowboyDuel}, [t = A]) \). Listing 2 shows the cowboy duelling program with annotations.

Listing 2. The duelling cowboys, annotated with expectations

\[
\text{cowboyDuel}(a, b) \{ \\
\text{c := 1; } \\
\text{if (t = A) } \\
\quad \text{(c := 0 [a] t := B); } \\
\text{else } \\
\quad \text{(c := 0 [b] t := A); } \\
\text{} \\
\text{if (t = A \land c = 0)} \\
\quad [t = A \land c = 1] \cdot \frac{a}{a+b-a0} + [t = B \land c = 1] \cdot \frac{b}{a+b-a0} \\
\text{+ [t = B \land c = 0]} \\
\quad [t = B \land c = 1] \cdot \frac{a}{a+b-a0} \\
\} \\
\]

The program is annotated backwards according to the rules from Def. 13 (and 14). In line 19 we start with the post-expectation that we are interested in. We finish with the sought probability in line 2. The only non-trivial step is to discover the so-called invariant which appears in line 7 and 16. But let us assume for the moment that it is given. Then all other annotations are obtained by applying the syntactic rules from Def. 13. In particular the calculation from line 16 to line 10 was already shown in Example 15. This means that the analysis can be automatically carried out by a computer once we have found the aforementioned invariant - irrespective of the underlying state space size.

The annotation in line 7 and 16 which we call invariant is an expectation that over-approximates the fixed point solution in Def. 14. More precisely, an annotation \( f \) is called invariant if

\[
f \cdot [G] \leq \text{wlp}(\text{loop_body}, f) .
\]

In our example, \( f \) is the expectation in line 7, \( G \) is the loop guard \( c = 1 \) and \( \text{loop_body} \) is the code in lines 11–15. In line 9 the expectation represents \( f \cdot [G] \) and line 10 is \( \text{wlp}(\text{loop_body}, f) \). Clearly, (5) is satisfied in our example.

The difficulty in reasoning with denotational semantics is to find suitable invariants. The invariant generation process is a topic on its own and beyond the scope of this paper. We refer to \[4\], \[10\] for this matter. Our recently developed tool \textsc{prinsys} helps the user to find certain kinds of invariants semi-automatically.

VI. CONCLUSION

This paper provided a formal connection between the expectation transformer semantics of pGCL by McIver and Morgan \[10\] and a simple operational semantics using (parametric) MDPs. This yields an insightful relationship between semantics used for formal reasoning for probabilistic programs and the notion of a computation in terms of an MDP. Our approach assigns rewards to terminal states (only), and establishes that expected cumulative rewards correspond to wp-semantics. A slight variant of expected rewards yields a connection to the wlp-semantics.

Possible future work is to establish a relation to a denotational semantics in terms of metric spaces, like in \[6\] or to link our semantics to the seminal work by Kozen \[5\] where probabilistic programs are interpreted as partial measurable functions on a measurable space.
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