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Abstract—Providing evidence for the refutation of a property is an essential, if not the most important, feature of model checking. This paper considers algorithms for counterexample generation for probabilistic CTL formulas in discrete-time Markov chains. Finding the strongest evidence (i.e., the most probable path) violating a (bounded) until-formula is shown to be reducible to a single-source (hop-constrained) shortest path problem. Counterexamples of smallest size that deviate most from the required probability bound can be obtained by applying (small amendments to) k-shortest (hop-constrained) paths algorithms. These results can be extended to Markov chains with rewards, to LTL model checking, and are useful for Markov decision processes. Experimental results show that, typically, the size of a counterexample is excessive. To obtain much more compact representations, we present a simple algorithm to generate (minimal) regular expressions that can act as counterexamples. The feasibility of our approach is illustrated by means of two communication protocols: leader election in an anonymous ring network and the Crowds protocol.
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1 INTRODUCTION

A major strength of model checking is the possibility to generate counterexamples in case a property is violated. They are of utmost importance in model checking: First, and for all, they provide diagnostic feedback even in cases where only a fragment of the entire model can be searched. They also constitute the key to successful abstraction-refinement techniques [15] and are at the core of obtaining feasible schedules in, e.g., timed model checking [11]. As a result, advanced counterexample generation and analysis techniques have intensively been investigated, see, e.g., [39], [10], [21].

The shape of a counterexample depends on the checked formula and the temporal logic. For logics such as LTL, typically finite or infinite paths through the model are required. The violation of linear-time safety properties is indicated by finite paths that end in a “bad” state. Liveness properties instead require infinite paths ending in a cyclic behavior indicating that something “good” will never happen. LTL model checkers usually incorporate breadth-first search algorithms to generate shortest counterexamples, i.e., paths of minimal length. For branching-time logics such as CTL, paths may act as counterexamples for a subclass of universally quantified formulas, i.e., those in ACTL \ LTL. To cover a broader spectrum of formulas, though, more advanced structures such as trees of paths [16], proof-like counterexamples [29] (for ACTL \ LTL), or annotated paths [58] (for ECTL) are used.

This paper considers the generation of counterexamples in probabilistic model checking. Probabilistic model checking is a technique to verify system models in which transitions are equipped with random information. Popular models are discrete and continuous-time Markov chains (DTMCs and CTMCs, respectively), and variants thereof which exhibit nondeterminism. Efficient model-checking algorithms for these models have been developed, have been implemented in a variety of software tools, and have been applied to case studies from various application areas ranging from randomized distributed algorithms, computer systems, and security protocols to biological systems and quantum computing. The crux of probabilistic model checking is to appropriately combine techniques from numerical mathematics and operations research with standard reachability analysis. In this way, properties such as “the (maximal) probability to reach a set of goal states by avoiding certain states is at most 0.6” can be automatically checked up to a user-defined precision. Markovian models comprising millions of states can be checked rather fast by dedicated tools such as PRISM [46] and MRMC [42], as well as extensions to existing tools such as GreatSPN, SPIN, PEPA Workbench, and Statemate.

In probabilistic model checking, however, counterexample generation is almost not developed; a notable exception is the recent heuristic search algorithm for CTMCs and DTMCs [3], [4] that works under the assumption that the model is unknown. Instead, we consider a setting in which it has already been established that a certain state refutes a given property. This paper considers algorithms, complexity results, and experimental results for the generation of counterexamples in probabilistic model checking. The considered setting is probabilistic CTL [33] for DTMCs, a model in which all transitions are constrained (minimal) regular expressions that can act as counterexamples. The feasibility of our approach is illustrated by means of two communication protocols: leader election in an anonymous ring network and the Crowds protocol.
properties of the form $P_{\leq p}(\Phi U^{< h} \Psi)$, where $\Phi$ and $\Psi$ characterize sets of states, $p$ is a probability, and $h$ (possibly infinite) bound on the maximal allowed number of steps before reaching a goal (i.e., a $\Psi$) state. In case state $s$ refutes this formula, the probability of all paths in $s$ satisfying $\Phi U^{< h} \Psi$ exceeds $p$. We consider two problems that are aimed to provide useful diagnostic feedback for this violation: generating strongest evidences and smallest counterexamples.

**Strongest evidences** are the most probable paths that satisfy $\Phi U^{< h} \Psi$. They “contribute” mostly to the property refutation and are thus expected to be informative. For unbounded until (i.e., $h = \infty$), determining strongest evidences is shown to be equivalent to a standard single-source shortest path (SP) problem; in case $h$ is bounded, we obtain a special case of the (resource) constrained shortest path (CSP) problem [2] that can be solved in $O(hm)$, where $m$ is the number of transitions in the DTMC. Alternatively, the Viterbi algorithm [61], [40] can be used for bounded $h$ yielding the same time complexity.

Evidently, strongest evidences often do not suffice as true counterexamples as their probability mass lies (far) below $p$. As a next step, therefore, we consider the problem of determining most probable subtrees (rooted at $s$). Similar to the notion of shortest counterexample in LTL model checking, we consider trees of smallest size that exceed the probability bound $p$. Additionally, such trees, of size $k$, say, are required to maximally exceed the lower bound, i.e., no subtrees should exist of size at most $k$ that exceed $p$. The problem of generating such smallest counterexamples can be cast as a $k$ shortest paths problem. For unbounded-until formulas (i.e., $h = \infty$), the generation of such smallest counterexamples can be carried out in pseudopolynomial time by adopting $k$ shortest paths algorithms [26], [22] that compute $k$ on the fly. For bounded until-formulas, we propose an adaptation of the recursive enumeration algorithm (REA) of Jiménez and Marzal [38]. The time complexity of this adapted algorithm is $O(hm + hk \log(\frac{h}{m}))$, where $n$ is the number of states in the DTMC.

This approach is applicable to probability thresholds with lower bounds, i.e., formulas of the form $P_{\leq p}(\Phi U^{< h} \Psi)$, as well as to the logic LTL. It is applicable to various other models such as Markov reward models and Markov decision processes (MDPs) once a scheduler for an MDP violating an until-formula is obtained. It also provides the basis for counterexample generation techniques for time-bounded reachability in CTMCs [31], CEGAR techniques for MDPs [35], and counterexamples for the logic cpCTL [8]. Heuristic search algorithms for CTMC counterexamples are provided in [3], [4]. Counterexamples for refinement of probabilistic programs have recently been considered in [53].

Once we have established the theoretical underpinnings, we report on experiments that apply our counterexample generation algorithms to example DTMCs. Using the synchronous leader election protocol [36], we show that the size of counterexamples may be double exponential in terms of the input parameters of the protocol (like number of processes and rounds). In order to obtain insight into this phenomenon, we provide a short mathematical analysis of the number of evidences in counterexamples in this protocol.

The resulting closed-form expression confirms the double exponential growth. To achieve a more succinct representation we propose to use regular expressions. The advantage of regular expressions is that they are commonly known, are easy to understand, and may be very compact. The idea is to represent a DTMC by a deterministic finite-state automaton (DFA, for short) and obtain regular expressions by applying successive state elimination where the order of state elimination is determined heuristically [32]. The computation of the probability of a regular expression is performed using the approach advocated by Dawes [20] for parametric model checking of DTMCs. This boils down to a recursive evaluation which is guaranteed to be exact (i.e., no rounding errors), provided the transition probabilities are rational. We provide the details of this approach and show its result when applied to the leader election protocol. We briefly argue that model reduction such as bisimulation and SCC elimination [50] can be used to obtain even more compact counterexamples. Finally, we show the generation of counterexamples on the Crowds protocol [56], a protocol for anonymous Web browsing that has been adopted, among others, to Bluetooth [59] and wireless Internet [5].

The paper is organized as follows: Section 2 introduces DTMCs and PCTL logic. Section 3 considers the notion of evidences and counterexamples. Section 4 shows the adaptation of a DTMC to a weighted digraph. Sections 5 and 6 consider the algorithms for generating strongest evidences and smallest counterexamples, respectively. Sections 7 and 8 extend the approach to lower-bound probability operators, the qualitative fragment of PCTL and rewards, respectively. Section 9 discusses the implementation details as well as the leader election case study. Section 10 presents the algorithm for the regular expressions. Section 11 considers the Crowds protocol, and Section 12 concludes.

This paper is an extension of [30] and [19].

# 2 PRELIMINARIES

## 2.1 Markov Chains

Let $AP$ be a fixed, finite set of atomic propositions ranging over by $a, b, c, \ldots$.

**Definition 1 (DTMCs).** A (labeled) discrete-time Markov chain (DTMC) is a triple $D = (S, P, L)$, where:

- $S$ is a finite set of states;
- $P : S \times S \to [0, 1]$ is a stochastic matrix;
- $L : S \to 2^{AP}$ is a labeling function which assigns to each state $s \in S$ the set $L(s)$ of atomic propositions that are valid in $s$.

Intuitively, a DTMC is a Kripke structure in which all transitions are equipped with discrete probabilities such that the sum of outgoing transitions of each state equals 1. A state $s$ in $D$ is called absorbing if $P(s, s) = 1$. Without loss of generality, we assume a DTMC to have a unique initial state.

**Definition 2 (Paths).** Let $D = (S, P, L)$ be a DTMC.

- An infinite path $\rho$ in $D$ is an infinite sequence $s_0, s_1, s_2, s_3, \ldots$ of states such that $\forall i \geq 0. P(s_i, s_{i+1}) > 0$.
- A finite path $\sigma$ is a finite prefix of an infinite path.
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Let $\text{Paths}_s^C(s)$ denote the set of all infinite paths in $D$ that start in state $s$ and $\text{Paths}_s^a(s)$ denote the set of all finite paths of $s$. The subscript $\mathcal{D}$ is omitted when it is clear from the context. For state $s$ and finite path $\sigma = s_0 \cdots s_n$, with $P(s_n, s) > 0$, let $\sigma(s)$ denote the path obtained by extending $\sigma$ by $s$.

Let $\tau$ denote either a finite or an infinite path. Let $|\tau|$ denote the length of $\tau$, i.e., $|s_0 \cdots s_i| = n$, $|s_0| = 0$, and $|\tau| = \infty$ for infinite $\tau$. For $0 \leq i \leq |\tau|$, $\tau_i = s_i$ denotes the $(i + 1)$th state in $\tau$. We use $\tau_i$ to denote the prefix of $\tau$ truncated at length $i$ (thus ending in $s_i$), formally, $\tau_i = \tau[0, i[ \cdot \tau_i[i]$. We use $\text{Pref}(\tau)$ to denote the set of prefixes of $\tau$, i.e., $\text{Pref}(\tau) = \{\tau_i | 0 \leq i \leq |\tau|\}$.

A DTMC $\mathcal{D}$ induces a probability space. The underlying $\sigma$ algebra is defined over the basic cylinder set induced by the finite paths starting in the initial state $s_0$. The probability measure $Pr^\mathcal{D}$ (briefly $Pr$) induced by $(\mathcal{D}, s_0)$ is the unique measure on this $\sigma$ algebra where:

$$Pr^\mathcal{D}(\rho | \text{Paths}_s^C(s_0)) = \prod_{0 \leq i < \infty} P(s_i, s_{i+1}).$$

The probability of finite path $\sigma = s_0 \cdots s_n$ is defined as $\text{Pr}(\sigma) = \prod_{0 \leq i < n} P(s_i, s_{i+1})$. Note that, although $\text{Pr}(\text{Cyl}(\sigma)) = \text{Pr}(\sigma)$, they have different meanings: $\text{Pr}$ is a measure on an infinite paths whereas $\text{Pr}$ refers to finite ones. For a set of finite paths which is prefix containment free, i.e., for any $\sigma, \sigma' \in C$ with $\sigma = \sigma'$, $\sigma \notin \text{Pref}(\sigma')$, the probability of $C$ is $\text{Pr}(C) = \sum_{\sigma \in C} \text{Pr}(\sigma)$. Paths in $C$ induce disjoint cylinder sets.

Example 1. Fig. 1 illustrates a DTMC with initial state $s_0$.

A path is an infinite sequence of states $\sigma_0, \sigma_1, \sigma_2, \ldots$ such that $\sigma_0 = s_0$. An infinite path is a path $\sigma = \sigma_0, \sigma_1, \sigma_2, \ldots$ such that $\sigma_0 = s_0$ and $\sigma_i = s_{i+1}$. A finite path is a path $\sigma = \sigma_0, \sigma_1, \ldots, \sigma_n$ such that $\sigma_0 = s_0$ and $\sigma_n = s$. The probability of a finite path $\rho = \rho_0, \rho_1, \ldots, \rho_n$ is $\text{Pr}(\rho) = P(\rho_0), P(\rho_1), \ldots, P(\rho_n)$.

2.2 Logic

Probabilistic computation tree logic (PCTL) [33] is an extension of CTL in which state formulas are interpreted over states of a DTMC and path formulas are interpreted over infinite paths in a DTMC. The syntax of PCTL is:

$$\phi::= tt \mid a \mid \neg \phi \mid \phi \land \phi \mid \text{P}_{\geq p}(\phi),$$

where $p \in [0, 1]$ is a probability, $a \in \{<, \leq, >, \geq\}$, and $\phi$ is a path formula defined according to the following grammar:

$$\phi::= \text{P}_{\leq p}(\phi) \mid \text{P}_{\geq p}(\phi),$$

where $h \in \mathbb{N}_{\geq 0} \cup \{\infty\}$. The path formula $\text{P}_{\leq p}(\phi)$ asserts that $\phi$ is satisfied within $h$ transitions and that all preceding states satisfy $\phi$. For $h = \infty$ such path formulas are standard (unbounded) until-formulas, whereas, in other cases, these are bounded until-formulas. $W_{\leq h}$ is the weak counterpart of $U_{\leq h}$ which does not require $\Psi$ to eventually become true. For the sake of simplicity, we do not consider the next-operator. The temporal operators $\Diamond_{\leq h}$ and $\Box_{\leq h}$ are obtained as follows:

$$\text{P}_{\geq p}(\Diamond_{\leq h} \phi) = \text{P}_{\geq p}(tt \cup U_{\leq h} \phi),$$

$$\text{P}_{\geq p}(\Box_{\leq h} \phi) = \text{P}_{\geq p}(P(W_{\leq h} \phi)).$$

Note that $ff = \neg tt$. The example formula $\text{P}_{\geq 0.5}(a \cup b)$ asserts that the probability of reaching a $b$-state via an $a$-path is at most 0.5 and $\text{P}_{> 0.001}(\Diamond_{\leq 50} \text{error})$ states that the probability for a system error within 50 steps exceeds 0.001. Dually, $\text{P}_{< 0.99}(\Box_{\leq 50} \text{error})$ states that the probability for no error in the next 50 steps is less than 0.999.

Semantics. Let DTMC $\mathcal{D} = (S, \mathcal{P}, L)$. The semantics of PCTL is defined by a satisfaction relation, denoted by $\models$, which is characterized as the least relation over the states in $S$ (infinite paths in $\mathcal{D}$, respectively) and the state formulas (path formulas) satisfying:

$$s \models tt$$
$$s \models a \quad \text{iff} \quad a \in L(s),$$
$$s \models \neg \phi \quad \text{iff} \quad \text{not} \ (s \models \phi),$$
$$s \models \phi \land \Psi \quad \text{iff} \quad s \models \phi \text{ and } s \models \Psi,$$
$$s \models \text{P}_{\geq p}(\phi) \quad \text{iff} \quad \text{Prob}(s, \phi) \geq p.$$
In the rest of this paper, we explore counterexamples for formulas of the form $P_{\leq p}(\Phi U^{\leq h} \Psi)$ with $p \neq 0,1$, i.e., with probability upper bounds. In Section 7, we extend our results to formulas with probability lower bounds and deal with qualitative bounds (i.e., $p = 0,1$). Section 8 shows how our results can be used to show the NP-completeness of shortest counterexamples for DTMCs with rewards.

3 Evidences and Counterexamples

Let us first consider what a counterexample in our setting actually is. To that end, consider the PCTL formula $P_{\leq p}(\phi)$, where $p \in (0,1)$, and let $\phi = \Phi U^{\leq h} \Psi$ for the rest of the paper. It follows that:

$$s \not\in P_{\leq p}(\phi)$$

iff not $\left(\text{Prob}(s, \phi) \leq p\right)$

iff $\text{Prob}(s, \phi) > p$

iff $\text{IP}(\text{Paths}_{\text{min}}(s, \phi)) > p$.

So, $P_{\leq p}(\phi)$ is refuted by state $s$ whenever the total probability mass of all $\phi$-paths that start in $s$ exceeds $p$. Even for unbounded until-formulas, the validity can be shown by finite paths as only paths that end in a $\Psi$-state contribute to $\text{Paths}_{\text{min}}(s, \phi)$. This indicates that a counterexample for $s \not\in P_{\leq p}(\phi)$ is a set of finite paths starting in $s$ and minimally satisfying $\phi$. Any finite path that contributes to the violation is called an evidence.

**Definition 3 (Evidence).** An evidence for violating $P_{\leq p}(\phi)$ in state $s$ is a finite path $\sigma \in \text{Paths}_{\text{min}}(s, \phi)$.

The contribution of each evidence is characterized by its probability. Thus, an evidence with the largest contribution is defined.

**Definition 4 (Strongest evidence).** For a strongest evidence $\sigma$ and any evidence $\sigma'$, it holds that: $\text{IP}(\sigma) \geq \text{IP}(\sigma')$.

Dually, a strongest evidence for violating $P_{\leq p}(\phi)$ is a strongest witness for fulfilling $P_{> p}(\phi)$. Evidently, a strongest evidence is not necessarily a counterexample as its probability mass may be (far) below $p$. We thus define a counterexample as follows:

**Definition 5 (Counterexample).** A counterexample for $P_{\leq p}(\phi)$ in state $s$ is a set $C$ of evidences such that $C \subseteq \text{Paths}_{\text{min}}(s, \phi)$ and $\text{IP}(C) > p$.

A counterexample for state $s$ is thus a set of evidences that all start in $s$. We will, at the moment, not dwell further upon how to represent this set and assume an abstract representation as a set suffices; a compact representation will be proposed in Section 10. Note that the measurability of counterexamples is ensured by the fact that $C \subseteq \text{Paths}_{\text{min}}(s, \phi)$ is prefix containment-free; hence, $\text{IP}(C)$ is well-defined. Let $CX_p(s, \phi)$ denote the set of all counterexamples for $P_{\leq p}(\phi)$ in state $s$. For $C \in CX_p(s, \phi)$ and $C'$'s superset $C': C \subseteq C' \subseteq \text{Paths}_{\text{min}}(s, \phi)$, it follows that $C' \in CX_p(s, \phi)$ since $\text{IP}(C') \geq \text{IP}(C) > p$. That is to say, any extension of a counterexample $C$ with paths in $\text{Paths}_{\text{min}}(s, \phi)$ is a counterexample. This motivates the notion of minimality.

**Definition 6 (Minimal counterexample).** $C \in CX_p(s, \phi)$ is a minimal counterexample if $|C| \leq |C'|$, for any $C' \in CX_p(s, \phi)$.

As in conventional model checking, we are not interested in generating arbitrary counterexamples, but those that are easy to comprehend and provide clear evidence of the refutation of the formula. So, akin to shortest counterexamples for linear-time logics, we consider the notion of a smallest counterexample. Such counterexamples are required to be succinct, i.e., minimal, allowing easier analysis of the cause of refutation, and most distinctive, i.e., their probability should exceed $p$ more than all other minimal counterexamples. This motivates the following definition:

**Definition 7 (Smallest counterexample).** $C \in CX_p(s, \phi)$ is a smallest counterexample if it is minimal and $\text{IP}(C) \geq \text{IP}(C')$ for any minimal counterexample $C' \in CX_p(s, \phi)$.

The intuition is that a smallest counterexample is the one that deviates most from the required probability bound given that it has the smallest number of paths. Thus, there does not exist an equally sized counterexample that deviates more from $p$. Strongest evidences, minimal counterexamples, or smallest counterexamples may not be unique, as different paths may have equal probability. As a result, not every strongest evidence is contained in a minimal (or smallest) counterexample. Whereas minimal counterexamples may not contain any strongest evidence, any smallest counterexample contains at least one strongest evidence. Using standard mathematical results we obtain:

**Lemma 1.** A finite counterexample for $s \not\in P_{\leq p}(\phi)$ exists.

**Proof.** By contradiction. Assume there are only infinite counterexamples for $s \not\in P_{\leq p}(\phi)$. Let $C = \{\sigma_1, \sigma_2, \ldots\}$ be one such counterexample, i.e.,

$$\sum_{i=1}^{\infty} \text{IP}(\sigma_i) = \lim_{j \to \infty} \sum_{i=1}^{j} \text{IP}(\sigma_i) > p.$$ 

Note that, since all $\text{IP}(\sigma_i)$ are positive, the order of summation is irrelevant for the limit. By definition of limit, this means that

$$\forall \epsilon > 0. \exists N_\epsilon \in \mathbb{N}. \forall n \geq N_\epsilon. |a_n - L| < \epsilon.$$

(1)

Take $\epsilon$ such that $0 < \epsilon < L - p$. By (1), for some $n \geq N_\epsilon$, $|a_n - L| < L - p$, i.e., $a_n > p$. But then, the finite set $C' = \{\sigma_1, \ldots, \sigma_n\}$ is also a counterexample as $\text{IP}(C') > p$. Contradiction. $\square$

From this lemma, it directly follows that a smallest counterexample for $s \not\in P_{\leq p}(\phi)$ is finite.

**Remark 1 (Finiteness).** For until-formulas with strict upper bounds, i.e., $P_{\leq p}(\phi)$, a finite counterexample may not exist. This occurs when, e.g., the only counterexample is an infinite set $C$ of finite paths with $\text{IP}(C) = p$. The limit of the sum of the path probabilities (obeying a geometric distribution) equals $p$, but infinitely many paths are
needed to reach p. For instance, consider the DTMC in
Fig. 2. The violation of \( P_{\Sigma}(\Diamond a) \) in state \( s \) can only be shown
by an infinite set of paths, viz. all paths that traverse the
self-loop at state \( s \) arbitrarily often reach state \( t \).

**Example 3.** Consider the DTMC in Fig. 1, for which \( s \)
vio late \( P_{\Sigma}(aUb) \). Evidences are, among others,
\( \sigma_1 = s \cdot 1 \cdot t \cdot 1 \), \( \sigma_2 = s \cdot 1 \cdot s \cdot 1 \cdot t \), \( \sigma_3 = s \cdot s \cdot 2 \cdot t \), \( \sigma_4 = s \cdot s \cdot 1 \cdot s \cdot 2 \),
and \( \sigma_5 = s \cdot s \cdot 2 \cdot t \). Their respective probabilities are 0.2,
0.15, 0.12 and 0.09. \( \sigma = s \cdot s \cdot 1 \cdot t \cdot 2 \) is not an evidence as it
contains a proper prefix, \( s \cdot s \cdot 1 \cdot t \), that satisfies \( aUb \).

Paths \( \sigma_1 \) and \( \sigma_2 \) are strong evidences. The set \( C_1 = \{ \sigma_1, \ldots, \sigma_5 \} \) with \( IP(C_1) = 0.76 \) is a counterexample, but
not a minimal one, as the removal of either \( \sigma_1 \) or \( \sigma_2 \) also
yields a counterexample. \( C_2 = \{ \sigma_1, \sigma_2, \sigma_3 \} \) is a minimal
but not a smallest counterexample, as \( C_3 = \{ \sigma_1, \sigma_2 \} \) is
minimal too with \( IP(C_3) = 0.56 > 0.52 = IP(C_2) \). \( C_3 \) is a
smallest counterexample.

In the remainder of the paper, we consider the strongest
evidence problem (SE) that, for a given state \( s \), satisfies
\( IP(s) = n \). Their respective probabilities are 0.2,
0.15, 0.12 and 0.09. \( \sigma = s \cdot s \cdot 1 \cdot t \cdot 2 \) is not an evidence as it
contains a proper prefix, \( s \cdot s \cdot 1 \cdot t \), that satisfies \( aUb \).

Paths \( \sigma_1 \) and \( \sigma_2 \) are strong evidences. The set \( C_1 = \{ \sigma_1, \ldots, \sigma_5 \} \) with \( IP(C_1) = 0.76 \) is a counterexample, but
not a minimal one, as the removal of either \( \sigma_1 \) or \( \sigma_2 \) also
yields a counterexample. \( C_2 = \{ \sigma_1, \sigma_2, \sigma_3 \} \) is a minimal
but not a smallest counterexample, as \( C_3 = \{ \sigma_1, \sigma_2 \} \) is
minimal too with \( IP(C_3) = 0.56 > 0.52 = IP(C_2) \). \( C_3 \) is a
smallest counterexample.

4 **Reduction to Graph Theory**

Prior to finding strongest evidences or smallest counter-
examples, we modify the DTMC and turn it into a weighted
digraph. This enables us, as we will show, to exploit well-
known efficient graph algorithms to the SE and SC problem.
Let \( Sat(\Phi) = \{ s \in S \mid s \models \Phi \} \) for any \( \Phi \). Due to the bottom-
up traversal of the model-checking algorithm over the
formula \( \phi = \Phi \cup \Psi \), we may assume that \( Sat(\Phi) \) and
\( Sat(\Psi) \) are known.

**4.1 Step 1: Adapting the DTMC**

First, we make all states in the DTMC \( D = (S, P, L) \) that
neither satisfy \( \Phi \) nor \( \Psi \) absorbing. Then we add an extra
state \( t \) so that all outgoing transitions from a \( \Psi \)-state are
replaced by a transition to \( t \) with probability 1. State \( t \) can
thus only be reached via a \( \Psi \)-state. The obtained DTMC
\( D' = (S', P', L') \) has state space \( S \cup \{ t \} \) for \( t \notin S \). The
stochastic matrix \( P' \) is defined as follows:

\[
P'(s, t) = \begin{cases} 1 & \text{if } s \in Sat(\Psi) \text{ or } s = t \\ 0 & \text{o.w.} \end{cases}
\]

and, for \( s, s' \neq t, \)

\[
P'(s, s') = \begin{cases} 1 & \text{if } s \in Sat(\neg \Phi \land \neg \Psi) \text{ and } s = s' \\ P(s, s') & \text{if } s \in Sat(\Phi \land \Psi) \\ 0 & \text{o.w.} \end{cases}
\]

Fig. 2. A DTMC with infinite counterexample for \( P_{\Sigma}(\Diamond a) \).

Fig. 3. Transformation from a DTMC to a weighted digraph: Step 1.

\( L'(s) = L(s) \) for \( s \in S \) and \( L'(t) = \{ at \} \), where \( at \notin L(s') \)
for any \( s' \in S \), i.e., \( at \) uniquely identifies being at state \( t \).
Remark that all the \( (\neg \Phi \land \neg \Psi) \) states could be collapsed
into a single state, but this is not further explored here.
The time complexity of this transformation is \( O(n) \), where
\( n = |S| \). It is evident that the validity of \( \Phi \cup \Psi \) is not
affected by this amendment of the DTMC. By construction,
any finite path \( \sigma' = \sigma t \) in \( D' \) with \( 0 < |\sigma'| \leq h + 1 \)
satisfies \( (\Phi \lor \Psi) \cup \Psi \cup \psi \) and the prefix \( \sigma \) in \( D \) satisfies
\( \Phi \cup \Psi \), where \( \sigma' \) and \( \sigma \) are equally probable.

**Example 4.** Applying the above transformation to the
DTMC \( D \) in Fig. 1 and path formula \( aUb \) yields the
DTMC \( D' \) illustrated in Fig. 3. The \( (\neg a \land \neg b) \) state \( u \) is
made absorbing and both \( b \)-states (i.e., \( t_1 \) and \( t_2 \)) are
equipped with a transition with probability 1 to the new
absorbing state \( t \) (indicated by a double circle).

**4.2 Step 2: Conversion into a Weighted Digraph**

As a second preprocessing step, the DTMC obtained in the
first step is transformed into a weighted digraph, i.e., a triple
\( G = (V, E, w) \), where \( V \) is a finite set of vertices, \( E \subseteq V \times V \)
is a set of edges, and \( w : E \to \mathbb{R}_{\geq 0} \) is a weight function.

**Definition 8 (Weighted digraph of a DTMC).** For DTMC
\( D = (S, P, L) \), the weighted digraph \( G_D = (V, E, w) \), where
\( V = S \cup \{ v, v' \} \subseteq E \) iff \( P(v, v') > 0 \) and \( w(v, v') =
- \log P(v, v') \).

The edge weights are obtained by taking the negation of the
logarithm of the corresponding transition probabilities.
Note that \( w(s, s') \in [0, \infty) \) if \( P(s, s') > 0 \). Thus, we indeed
obtain a digraph with nonnegative weights. This transforma-
tion can be done in \( O(m) \), where \( m \) is the number of
nonzero elements in \( P \). We often omit the self-loop on
vertex \( t \) in \( G_D \), as it has weight 0.

**Example 5 (Continuing Example 4).** Applying this trans-
formation to the DTMC \( D' \) in Fig. 3 yields the weighted
digraph in Fig. 4.

A path \( \sigma \) from \( s \) to \( t \) in the digraph \( G \) is a sequence
\( \sigma = v_0 \cdot v_1 \cdots v_j \in V^* \), where \( v_0 = s, v_j = t \) and \( (v_i, v_{i+1}) \in E \),
for \( 0 \leq i < |\sigma| \). As for paths in DTMCs, \( |\sigma| \) denotes the
length of \( \sigma \). The weight of finite path \( \sigma = v_0 \cdot v_1 \cdots v_j \) in graph
\( G \) is \( w(\sigma) = \sum_{i=0}^{j-1} w(v_i, v_{i+1}) \). Path weights in \( G \) and path
probabilities in DTMC \( D \) are related as follows:
order w.r.t. their weights, this yields:

**Lemma 2.** Let \( w(\sigma) = \sum_{i=0}^{j-1} w(v_i, v_{i+1}) = \sum_{i=0}^{j-1} \log P(v_i, v_{i+1}) \)

\[ w(\sigma) = -\sum_{i=0}^{j-1} \log P(v_i, v_{i+1}) = -\log \prod_{i=0}^{j-1} P(v_i, v_{i+1}) = -\log P(\sigma). \]

Now the multiplication of probabilities in \( D \) corresponds to addition of weights in \( \mathcal{G}_D \) and the next two lemmas directly follow.

**Lemma 3.** For any path \( \sigma \) with \( |\sigma| = h \) from \( s \) to \( t \) in DTMC \( D \), \( k \in \mathbb{N}_{\geq 0} : \sigma \) is a \( k \)-th most probable path of \( h \) hops in \( D \) iff \( \sigma \) is a \( k \)-th shortest path of \( h \) hops in \( \mathcal{G}_D \).

A path \( \sigma \) is a \( k \)-th shortest path if, whenever all paths (between the same states as \( \sigma \)) are ranked in a descending order w.r.t. their weights, \( \sigma \) is at the \( k \)-th position. Note that such rankings are not necessarily unique (as paths may have equal weights) and, so, a \( k \)-th shortest path may not be unique. The \( k \)-th most probable path is defined in a similar way. This lemma provides the basis for the remaining algorithms in the following sections.

### 5 Finding Strongest Evidences

#### 5.1 Unbounded Until

Based on Lemma 3 with \( k = 1 \) and \( h = \infty \), we consider the well-known shortest path problem:

**Definition 9 (SP problem).** Given a weighted digraph \( G = (V, E, w) \) and \( s, t \in V \), the shortest path (SP) problem is to determine a path \( \sigma \) from \( s \) to \( t \) such that \( w(\sigma) \leq w(\sigma') \) for any path \( \sigma' \) from \( s \) to \( t \) in \( G \).

From Lemma 3, together with the transformation of a DTMC into a weighted digraph, it follows that there is a polynomial reduction from the SE problem for unbounded until to the SP problem. As the SP problem is in PTIME, it follows:

**Theorem 4.** The SE problem for unbounded until is in PTIME.

Various efficient algorithms [24], [12], [18] exist for the SP problem, e.g., when using Dijkstra’s algorithm, the SE problem for unbounded until can be solved in time \( O(m + n \log n) \), where \( m = |E| \) and \( n = |V| \), provided appropriate data structures such as Fibonacci heaps are used.

#### 5.2 Bounded Until

Lemma 3 for \( k = 1 \) and \( h \in \mathbb{N}_{\geq 0} \) suggests considering the hop-constrained SP problem.

**Definition 10 (HSP problem).** Given a weighted digraph \( G = (V, E, w) \), \( s, t \in V \), and \( h \in \mathbb{N}_{\geq 0} \), the hop-constrained SP (HSP) problem is to determine a path \( \sigma \) from \( s \) to \( t \) with \( |\sigma| \leq h \) such that \( w(\sigma) \leq w(\sigma') \) for any path \( \sigma' \) from \( s \) to \( t \) with \( |\sigma'| \leq h \).

The HSP problem is a special case of the (resource) constrained shortest path (CSP) problem [54], [2], where the only constraint is the hop count. Besides the weight \( w \) on each edge, it may consume other resources \( w_1, \ldots, w_c \) and the sum of each resource should be bounded by the resource constraints \( \lambda_1, \ldots, \lambda_c \), where \( c \) is the number of resources. Weighted digraphs with multiple resources are obtained by allowing multiple weights to edges.

**Definition 11 (CSP problem).** Let \( G \) be a multiweighted digraph \( (V, E, \{w_i\} \cup \{w_1, \ldots, w_c\}) \) with \( s, t \in V \) and resource constraints \( \lambda_i \) for \( 1 \leq i \leq c \). Edge \( e \in E \) uses \( w_i(e) \geq 0 \) units of resource \( i \). The (resource) constrained SP (CSP) problem is to determine a shortest path \( \sigma \) w.r.t. the weight \( \sum_{e \in \sigma} w(e) \) in \( G \) from \( s \) to \( t \) such that \( \sum_{e \in \sigma} w_i(e) \leq \lambda_i \) for \( 1 \leq i \leq c \).

The CSP problem is NP-complete, even for a single resource constraint [2]. However, if each edge uses a constant unit of that resource (such as the hop count), the CSP problem can be solved in polynomial time, cf. [27, problem ND30].

**Theorem 5.** The SE problem for bounded until is in PTIME.

For \( h \geq n - 1 \), it is possible to use Dijkstra’s SP algorithm (as for unbounded until) as a shortest path does not contain cycles. If \( h < n - 1 \), however, Dijkstra’s algorithm does not guarantee to obtain a shortest path of at most \( h \) hops. We therefore adopt the Bellman-Ford (BF) algorithm [12], [18], which fits well to our problem as it proceeds by increasing hop count. It can be readily modified to generate a shortest path within a given hop count. In the remainder of the paper, this algorithm is generalized for computing smallest counterexamples. The BF algorithm is based on a set of recursive equations; we extend it with the hop count \( h \). For \( v \in V \), let \( \pi_{\leq h}(s, v) \) denote the shortest path from \( s \) to \( v \) of at most \( h \) hops (if it exists). Then:

\[
\pi_{\leq h}(s, v) = \begin{cases} 
  s & \text{if } v = s \text{ and } h \geq 0 \\
  \bot & \text{if } v \neq s \text{ and } h = 0 \\
  \arg \min_u \{w(\pi_{\leq h-1}(s, u) \cdot v) \mid (u, v) \in E\} & \text{otherwise}.
\end{cases}
\]

where \( \bot \) denotes the nonexistence of such a path.\(^1\) The last clause states that \( \pi_{\leq h}(s, v) \) consists of the shortest path to \( v \)'s direct predecessor \( u \), i.e., \( \pi_{\leq h-1}(s, u) \), extended with edge

\(^1\) Where \( \bot v = v \) for any \( v \), \( \{\bot\} = \emptyset \), and \( \arg \min \emptyset = \bot \).
(u, v). Note that \( \min_{w} \{ w(\pi_{gh-1}(s, u) v) \mid (u, v) \in E \} \) is the weight of a shortest path; by means of \( \arg \), such a shortest path is obtained. It follows (cf. [49]) that \( \pi_{gh}(s, v) \) characterizes the shortest path from \( s \) to \( v \) in at most \( h \) hops and can be solved in time \( O(hm) \). As \( h < n - 1 \), this is indeed in PTIME. Recall that, for \( h \geq n - 1 \), Dijkstra's algorithm has a favorable time complexity.

**Remark 2 (Exploiting the Viterbi algorithm).** An alternative to the BF algorithm is to adopt the Viterbi algorithm [40], [61], [60]. In fact, to apply this algorithm, the transformation into a weighted digraph is not needed. The Viterbi algorithm is based on dynamic programming and aims to find the most likely sequence of hidden states (i.e., a finite path) that result in a sequence of observed events (a trace). It is used in the context of hidden Markov models, which are used in, e.g., speech recognition, and bioinformatics. Let DTMC \( D \) be obtained after the first step described in Section 4, and suppose that \( L(s) \) is extended with all subformulas of the formula under consideration that hold in \( s \). (Note that these labels are known due to the recursive descent nature of the PCTL model-checking algorithm.) Let \( tr(\gamma) \) denote the projection of a path \( \sigma = s_0 s_1 \cdots s_n \) on its trace, i.e., \( tr(\gamma) = L(s_0)L(s_1)\cdots L(s_n) \). Recall that \( \sigma_{\gamma_i} \) denotes the prefix of \( \sigma \) truncated at length \( i \) (thus ending in \( s_i \)), thus \( tr(\gamma_i) = L(s_i)L(s_{i+1})\cdots L(s_n) \). \( \gamma_i \) denotes the prefix of trace \( \gamma \) with length \( i + 1 \). Note that the length of a trace is one more than the length of the corresponding path. Let \( g(\gamma, i, v) \) denote the probability of the most probable path \( \sigma_{\gamma_i} \) whose trace equals \( \gamma_i \) and reaches state \( v \). Formally,

\[
g(\gamma, i, v) = \max_{tr(\sigma_{\gamma_i}) = \gamma_i, \sigma \in \text{Paths}^*(s_0)} \prod_{j=0}^{i-1} P(s_j, s_{j+1}) \cdot 1_v(s_i),
\]

where \( 1_v(s_i) \) is the characteristic function of \( v \), i.e., \( 1_v(s_i) = 1 \) iff \( s_i = v \). The Viterbi algorithm provides an algorithmic solution to compute \( g(\gamma, i, v) \):

\[
g(\gamma, i, v) = \begin{cases} 1 & \text{if } s = v \text{ and } i = 0 \\ \max_{u \in S} \{ g(\gamma, i-1, u) \cdot P(u, v) \} & \text{o.w.} \end{cases}
\]

By computing \( g(\Phi^h \Psi, h, s_0) \), the Viterbi algorithm determines the most probable path \( \sigma = s_0 s_1 \cdots s_h \) that generates the trace \( \gamma = L'(s_0) L'(s_1) \cdots L'(s_h) = \Phi^h \Psi \) with length \( h + 1 \). Here, \( L'(s) = L(s) \cap (\Phi, \Psi) \), i.e., \( L' \) is the labeling restricted to the subformulas \( \Phi \) and \( \Psi \). For the SE problem for bounded until, the trace of the most probable hop-constrained path from \( s \) to \( t \) is among \( \{ \Psi_{at}, \Phi \Psi_{at}, \cdots, \Phi^h \Psi_{at} \} \). The self-loop at vertex \( t \) with probability 1 ensures that all these paths have length \( h + 1 \) while not changing their probabilities. For instance, the path with trace \( \Phi^h \Psi_{at} \) can be extended so that the trace becomes \( \Phi^h \Psi_{at}, h + 1 \), where \( i \leq h \). Since the DTMC is already transformed as in Step 1 (cf. Section 4.1), we can obtain the most probable path for \( \Phi^h \Psi \) by computing \( g(\Phi^h \Psi, h, t) \) using the Viterbi algorithm. The time complexity is \( O((hm) \text{ complexity of all known KSP algorithms depend on } k \text{ and } c \text{ can be exponential in the size of the digraph), their complexity is pseudopolynomial.}

**6.2 Bounded Until**

Similar to strongest evidences for bounded until, we now consider the KSP problem with constrained path lengths.

**Definition 13 (HKSP problem).** Given a weighted digraph \( G = (V, E, w) \), \( s, t \in V \), and \( k \in \mathbb{N}_{>0} \), the hop-constrained KSP (HKSP) problem is to determine \( k \) shortest paths each of length at most \( h \) between \( s \) and \( t \).
Theorem 7. The SC problem for bounded until is an HKSP problem.

To our knowledge, algorithms for the HKSP problem do not exist. In order to solve the HKSP problem, we propose adapting Jiménez and Marzal’s REA algorithm [38]. The advantage of this algorithm is that k can be determined on the fly, an essential characteristic for our setting. Let $\pi^k_{S,h}(s, v)$ denote the $k$th shortest path from $s$ to $v$ of length at most $h$ (if it exists). As before, we use $\bot$ to denote the nonexistence of a path. We establish:

$$
\pi^k_{S,h}(s, v) = \begin{cases} 
  s & \text{if } k = 1, v = s \text{ and } h \geq 0 \\
  \bot & \text{if } h = v \text{ and } (v \neq s \text{ or } v = s \text{ and } k > 1) \\
  \arg\min\_{\sigma} \{w(\sigma) \mid \sigma \in Q^k_{S,h}(s, v)\} & \text{o.w.}
\end{cases}
$$

(2)

where $Q^k_{S,h}(s, v)$ is defined by:

$$
\begin{align*}
\{\pi^k_{S,h-1}(s, u') \mid (u', v) \in E\} & \quad \text{if } k = 1, v \neq s, h > 0 \text{ or } k = 2, v = s, h > 0, \\
\big\{Q^k_{S,h-1}(s, v) - \pi^k_{S,h-1}(s, u, v)\big\} \cup \{\pi^k_{S,h-1}(s, u)\} & \quad \text{if } k > 1, h > 0, \text{ and } \exists u, k'. (\pi^{k'}_{S,h-1}(s, v) = \pi^k_{S,h-1}(s, u, v), \\
\emptyset & \quad \text{o.w.}
\end{align*}
$$

(3)

Let us explain these equations. The $k$th shortest path of length $h$ is chosen from a set $Q^k_{S,h}(s, v)$ of “candidate” paths. This principle is identical to that in the Bellman-Ford equations given earlier. In particular, if this set contains several shortest paths, a nondeterministic selection is made. The main difference with the BF equations is the more complex definition of the set of candidate paths. The first clause of $Q^k_{S,h}(s, v)$ is self-explanatory. Let $k > 1, h > 0,$ and $v \neq s.$ By the inductive nature, the set $Q^k_{S,h-1}(s, v)$ is at our disposal. Assume that the path $\pi^k_{S,h-1}(s, v)$ has the form $(s \cdots u, v),$ where prefix $(s \cdots u$ is the $k$th shortest path between $s$ and $u$ (for some $k'$) of at most $h - 1$ hops, i.e., $s \cdots u$ equals $\pi^{k'}_{S,h-1}(s, u).$ Then, $Q^k_{S,h}(s, v)$ is obtained from $Q^{k-1}_{S,h}(s, v)$ by replacing the path $(s \cdots u, v$ (as it has just been selected) by the path $\pi^{k'}_{S,h-1}(s, u, v),$ if this exists. Thus, as a result of the removal of a $(k - 1)$th shortest path which reaches $v$ via $u,$ say, the set of candidate paths is updated with the next shortest path from $s$ to $v$ that goes via $u.$ If such path does not exist (i.e., equals $\bot$), then the candidate set is not extended (as $\bot = \emptyset).$ In case there is no $k'$ such that $\pi^{k'}_{S,h}(s, v)$ can be decomposed into a $k'$th shortest path between $s$ and some direct predecessor $u$ of $v,$ it means that $Q^k_{S,h}(s, v)$ is empty, and we return the empty set (last clause).

Lemma 8. Equations (2) and (3) characterize the hop-constrained $k$ shortest paths from $s$ to $v$ in at most $h$ hops.

Proof. This proof goes along similar lines as [38]. Let $X^k_{S,h}(s, v)$ denote the set of $k$ shortest paths from $s$ to $v$ in at most $h$ hops. Each path in $X^k_{S,h}(s, v)$ reaches $v$ from some vertex $u \in \text{Pred}(v) = \{v \in V \mid (v, u) \in E\}.$ In order to compute $\pi^k_{S,h}(s, v),$ we should consider, for every $u \in \text{Pred}(v),$ all paths from $s$ to $u$ that do not yield a path in $X^k_{S,h-1}(s, v).$ However, since $k_1 < k_2$ implies that $w(\pi^{k_1}_{S,h-1}(s, u)) + w(u, v) < w(\pi^{k_2}_{S,h-1}(s, u)) + w(u, v),$ only the shortest of these paths needs to be taken into account when computing $\pi^k_{S,h}(s, v).$ Thus, we can associate to $(v, h)$ a set of candidate paths $Q^k_{S,h}(s, v)$ among which $\pi^k_{S,h}(s, v)$ can be chosen. This contains at most one path for each predecessor $u \in \text{Pred}(v).$ This set $Q^k_{S,h}(s, v)$ is recursively defined by (3).

6.3 Adapted Recursive Enumeration Algorithm

Equations (2) and (3) provide the basis for the adapted REA for the HKSP problem. In the main program (Algorithm 1), first the shortest path from $s$ to $t$ is determined using, e.g., BF. Then, the $k$ shortest paths are determined iteratively using the subroutine NextPath (Algorithm 2). The computation terminates when the total probability mass of the $k$ shortest paths so far exceeds the bound $p$ (Algorithm 1, line 4). Recall that $p$ is the upper probability bound of the PCTL formula to be checked. Note that $Q[v, h, k]$ in the algorithm corresponds to $Q^k_{S,h}(s, v).$ The paths in the priority queue $Q[v, h, k]$ are ordered w.r.t. their weights. When $k = 1, Q[v, h, k = 1]$ and $\pi^k_{S,h}(s, v)$ do not exist and are $\bot$ and $\bot,$ respectively. $Q[v, h, k]$ is constructed explicitly in two cases (Algorithm 2, lines 4-5) and inherits from $Q[v, h, k - 1]$ for the remaining cases (line 12). In the latter case, $\sigma'$ is the path $\sigma = \pi^k_{S,h}(s, v)$ without the last state $v,$ i.e., $\sigma = \sigma' \cup u,$ where $u$ is the last state on $\sigma'$, or equivalently, the predecessor state of $u$ on $\sigma$ with $\sigma = s \cdots u,$ and $\sigma'$ is the $k$th shortest path from $s$ to $u$ within $h - 1$ hops, i.e., $\pi^k_{S,h-1}(s, u).$ In other words, the function index $(s \cdots u, h - 1)$ returns $k',$ where $s \cdots u$ is the $k'$th shortest $s$-$u$ path within $h - 1$ hops. The set $Q^k_{S,h}(s, v)$ is updated according to (3) (Algorithm 2, lines 6-13). In line 14, $\pi^k_{S,h}(s, v)$ is selected from $Q^k_{S,h}(s, v)$ according to the third clause in (2).

Time complexity. Before we analyze the time complexity of the algorithm, we first prove that the recursive calls to NextPath to compute $\pi^k_{S,h}(s, t)$ visit in the worst case all the vertices in $\pi^k_{S,h}(s, t),$ which is at most $h.$

Algorithm 1 Hop-constrained $k$ shortest paths

Require: weighted digraph $G,$ states $s, t, h \in \mathbb{N}_{\geq 0},$

$p \in [0, 1]$

Ensure: $C = \{\pi^1_{S,h}(s, t), \ldots, \pi^k_{S,h}(s, t)\}$ with $\mathbb{P}(C) > p$

1: compute $\pi^1_{S,h}(s, t)$ by BF;
2: $k := 1;$
3: $pr := \mathbb{P}(\pi^1_{S,h}(s, t));$
4: while $pr \leq p$ do
5: $k := k + 1;$
6: $\pi^k_{S,h}(s, t) := \text{NextPath}(t, h, k);$ 
7: $pr := pr + \mathbb{P}(\pi^k_{S,h}(s, t));$
8: end while;
9: return $\pi^1_{S,h}(s, t), \ldots, \pi^k_{S,h}(s, t);$ 

Algorithm 2 NextPath($v, h, k$)

Require: weighted digraph $G,$ $\pi^k_{S,h}(s, v)$ (if it exists), and candidate path set $Q[v, h, k - 1]$ (if it exists)

Ensure: $\pi^k_{S,h}(s, v)$

1: PriorityQueue $Q[v, h, k];$
2: if $k = 1, v = s, h \geq 0$ then return $s;$
3: if $(h = 0) \land (k > 1 \land v = s) \lor (v \neq s)$ then return $\bot;$
4: if $(k = 1, v \neq s, h > 0) \lor (k = 2, v = s, h > 0)$ then
5: $Q[v, h, k] := \{\pi_{s, u}^{-1}(s, u') \mid (u', v) \in E\}$.
6: else
7: Path $\sigma' := \pi_{s, u}^{-1}(s, v) \setminus \{v\}$;
8: State $u := \text{last}(\sigma')$;
9: Int $k' := \text{index}(\sigma', h - 1)$;
10: if $\pi_{s, h}^{k+1}(s, u)$ is not computed yet then
11: $Q[v, h, k] := \text{NextPath}(u, h - 1, k' + 1)$;
12: $Q[v, h, k] := Q[v, h, k - 1];$
13: $Q[v, h, k].\text{enqueue}(\pi_{s, u}^{-1}(s, u') \mid v);$
14: return $Q[v, h, k].\text{dequeue}();$

Lemma 9. Let $k > 1$ and $v \in V$. If $\text{NextPath}(v, h, k)$ calls $\text{NextPath}(u, h - 1, j)$, then vertex $u$ occurs in $\pi_{s, u}^{-1}(s, v)$.

Proof. Consider $\text{NextPath}(v, h, k)$ and let $\pi_{s, u}^{-1}(s, v) = u_1 \cdots u_l$ with $u_1 = s$ and $u_l = v$. Let $k_i$ be the index such that $\pi_{s, u}^{-1}(s, u_i) = u_1 \cdots u_i$ for $0 < i \leq l$. As $\pi_{s, u}^{-1}(s, v) = \pi_{s, u}^{-1}(s, u_{i-1}) \cdot v$, $\text{NextPath}(v, h, k)$ needs to recursively invoke $\text{NextPath}(u_i - 1, h - 1, k_i + 1)$ in case the path $\pi_{s, u}^{-1}(s, u_{i-1})$ has not been computed yet. By a similar reasoning, the path $\pi_{s, u}^{-1}(s, u_{i-1})$ is of the form $\pi_{s, u}^{-1}(s, u_{i-2}) \cdot u_{i-1}$, and a $\text{NextPath}(u_{i-1} - 1, h - 1, k_i + 1)$ may need to invoke $\text{NextPath}(u_{i-2} - 2, h - 2, k_{i-1} + 1)$, and so on. In the worst case, this sequence of recursive calls covers the vertices $u_i, u_{i-1}, \ldots, u_1$ and ends when it either reaches $\pi_{s, u}^{-1}(s, s)$ for some $0 < h' \leq h$ or a hop bound zero. This conforms to the termination conditions in (2) or Algorithm 2 lines 2-3 hold.

To determine the computational complexity of the algorithm, we assume the candidate sets to be implemented by heaps [38]. The $k$ shortest paths to a vertex $v$ can be stored in a linked list, where each path $\pi_{s, u}^{-1}(s, v) = u_1 \cdots u_l$ is compactly represented by its length and a back pointer to $\pi_{s, u}^{-1}(s, u)$. Using these data structures, we obtain:

Theorem 10. The time complexity of the adapted REA is $O(hm + h\log(\frac{m}{n}))$.

Proof. The computation of the first step takes $O(hm)$ using the BF algorithm. Due to Lemma 9, the number of recursive invocations to $\text{NextPath}$ is bounded by $h$, the maximum length of $\pi_{s, u}^{-1}(s, v)$. At any given time, the set $Q_{s, h}(s, v)$ contains at most $|\text{Pred}(v)|$ paths, where $\text{Pred}(v) = \{u \in V \mid (u, v) \in E\}$, i.e., one path for each predecessor vertex of $v$. By using heaps to store the candidate sets, a minimal element can be determined and deleted (cf. Algorithm 2, line 14) in $O(\log|\text{Pred}(v)|)$ time. Insertion of a path (as in Algorithm 2, line 5,13) takes the same time complexity. Since $\sum_{v \in V} |\text{Pred}(v)| = m$, $\sum_{v \subseteq V} \log|\text{Pred}(v)|$ is maximized when all vertices have an equal number of predecessors, i.e., $|\text{Pred}(v)| = \frac{m}{n}$. Hence, it takes $O(h\log(\frac{m}{n}))$ to compute $\pi_{s, u}^{-1}(s, v)$. We have $k$ such paths to compute, yielding $O(hm + h\log(\frac{m}{n}))$. □

Note that the time complexity is pseudopolynomial due to the dependence on $k$ which may be exponential in $n$. As in our setting, $k$ is not known in advance, hence this cannot be reduced to a polynomial time complexity.

7 Other Probability Bounds

So far we have considered properties of the form $P_{\geq p}(\phi)$ for $0 < p < 1$. In this section, we will show how for the cases $P_{\geq p}(\phi), P_{= p}(\phi)$, and $P_{\leq p}(\phi)$, counterexamples can be generated.

7.1 Lower Bounds

In order to generate smallest counterexamples for formulas of the form $P_{\geq p}(\phi)$, we propose a reduction to the case with upper probability bounds. This is done by a transformation of the formula and the DTMC at hand, while enabling us to use the algorithms presented before. As before, we distinguish unbounded and bounded until.

For $h = \infty$, we have:

$P_{\geq p}(\Phi U\Psi) \equiv P_{\geq 1-p}(\Phi \land \neg\Psi W(\neg\Phi \land \neg\Psi))$

$\equiv P_{\geq 1}(\Phi U(\Psi \lor at_b)),$

where $at_b$ is a new atomic proposition such that $s \models at_b$ iff $s \in B$, where $B$ is a bottom strongly connected component (BSCC) such that $B \subseteq \text{Sat}(\Phi^*)$, or shortly $s \in B_{\Phi^*}$. A BSCC $B$ is a maximal strongly connected subgraph that has no transitions leaving $B$. Algorithmically, the DTMC is first transformed such that all the $(\neg\Phi^* \land \neg\Psi^*)$ states are made absorbing. Note that, once those states are reached, $\Phi^* W\Psi^*$ will never be satisfied. As a second step, all the $\Psi^*$ states are made absorbing. Finally, all BSCCs are obtained and all states in $B_{\Phi^*}$ are labeled with $at_b$. The obtained DTMC now acts as the starting point for applying all the model transformations and algorithms in Sections 4-6 to generate a counterexample for $P_{\geq 1}(\Phi^* U(\Psi \lor at_b))$.

For finite $h$, identifying all states in BSCCs $B_{\Phi^*}$ is not sufficient, as a path satisfying $\square a^h \Phi^*$ may never reach such a BSCC. Instead, we transform the DTMC and use:

$P_{\geq p}(\Phi U^{< h}\Psi) \equiv P_{\geq 1}(\Phi^* U^{< h}(\Psi \lor at_b)),$

where $at_b$ is an atomic proposition such that $s^* \models at_b$ if there exists $s \in \text{Paths}^*(s)$ such that $\sigma[h] = s^*$ and $\sigma \models \square a^h \Phi^*$. Algorithmically, the $(\neg\Phi^* \land \neg\Psi^*)$ states and $\Psi^*$ states are made absorbing; and all of the $\Phi^*$-states that can be reached in exactly $h$ hops are computed by e.g., a breadth-first search (BFS) algorithm. The obtained DTMC now acts as the starting point for applying all the model transformations and algorithms in Sections 4-6 to generate a counterexample for $P_{\geq 1}(\Phi^* \lor \Psi^*) U^{< h}(\Psi^* \lor at_b))$. Finite paths of exactly $h$ hops suffice to check the validity of $\sigma \models \square a^h \Phi^*$, as all $\Psi^*$ states are absorbing.

In the explained above way, counterexamples for (bounded) until-formulas with a lower bound on their probability are obtained by considering formulas on slightly adapted DTMCs with upper bounds on probabilities. Intuitively, the fact that $s$ refutes $P_{\geq p}(\phi)$ is witnessed by showing that violating paths of $s$ are too probable, i.e., carry more probability mass than $p$.

7.2 0-1 Bounds

Quantitative questions relate to the numerical value of the probability with which the property holds in the system; qualitative questions ask whether the property holds with
probability 0 or 1. Typically, a qualitative property can be checked using graph analysis, i.e., by just considering the underlying digraph of the DTMC and ignoring the transition probabilities. With the qualitative fragment of PCTL we can specify properties that hold almost surely (i.e., with probability 1) or, dually, almost never (i.e., with probability 0). The qualitative fragment of PCTL only allows 0 and 1 as probability bounds and only covers unbounded (weak) until [9]. Due to the fact that
\[ \mathcal{P}_{=0}(\phi) \equiv \neg \mathcal{P}_{>0}(\phi) \quad \text{and} \quad \mathcal{P}_{<1}(\phi) \equiv \neg \mathcal{P}_{=1}(\phi), \]
it suffices to only consider formulas of the form \( \mathcal{P}_{=0}(\cdot) \) and \( \mathcal{P}_{=1}(\cdot) \). Qualitative PCTL is closely related to CTL.

**Lemma 11 ([9])**. For state \( s \) of DTMC \( D \), it holds that:
\[
\begin{align*}
\models s \models \mathcal{P}_{=0}(aUb) & \iff \exists (aUb), \\
\models s \models \mathcal{P}_{=1}(aUb) & \iff \forall (aUb)Wb).
\end{align*}
\]

As a result, a counterexample for a qualitative PCTL property is a counterexample for the corresponding CTL formula. For the violation of CTL formula \( \forall (aUb)Wb \) in state \( s \), it suffices to find one path \( \sigma \in Paths^+(s) \) such that \( \sigma \models (\exists (aUb) \land \neg \sigma) \lor (\neg \exists (aUb) \land \neg \sigma) \). Counterexamples for formulas of the form \( \exists (aUb) \) can be solved using the techniques in [58].

### 8 Rewards

Both DTMCs and PCTL can be augmented with costs, or dually rewards, which can specify standard and complex measures in a precise, unambiguous, and lucid manner. A reward function \( r \) is added to the DTMC, which associates a real reward (or: cost) to any transition. Formally, \( r_i : S \times S \rightarrow \mathbb{R}_{\geq 0} \) for \( 1 \leq i \leq c \), where \( c \) is the number of resources in the model. \( r_i(s,s') \) denotes the reward for resource \( i \) earned when taking transition \( s \rightarrow s' \). The cumulative reward along a finite path \( \sigma \) is the sum of the reward on each transition along the path. Formally, \( r_i(\sigma) = \sum_{i=0}^{k} r_i(\sigma[i], \sigma[i+1]) \).

Let \( J_i \subseteq \mathbb{R}_{\geq 0} \) \((1 \leq i \leq c)\) be an interval on the real line, \( p \in [0,1] \). We use \( J \) to denote the vector of intervals, i.e., \( J = \{J_1, \ldots, J_c\} \). The formula \( \mathcal{P}_{SP}(\Phi U_j \Psi) \) asserts that, with probability at most \( p \), \( \Psi \) will be satisfied such that all preceding states satisfy \( \Phi \), and that the cumulative reward \( r_i \), until reaching the \( \Psi \)-state lies in the interval \( J_i \), for \( 1 \leq i \leq c \). The formal semantics can be found in [6]. Note that the hop constraint \( \leq h \) can be considered as a reward constraint over a simple auxiliary reward structure, which assigns cost 1 to each edge.

It holds that \( s \not\models \mathcal{P}_{SP}(\Phi U_j \Psi) \) iff \( Prob(s, \Phi U_j \Psi) > p \). As before, we cast the SE problem into a SP problem. Obviously, the weight (probability) of a path is of primary concern, which is required to be optimal. The rewards are of secondary concern; they are not required to be optimal but need to fulfill some constraints. This is exactly an instance of the (resource) constrained shortest path (CSP) problem which is NP-complete [34]. Approximation or heuristic methods are surveyed in [45]. There are some special case CSP problems. For the case \( c = 1 \) (a single resource) and if this resource increases in a constant unit for each edge (e.g., hop counts), the CSP problem, as is mentioned before, can be solved in PTIME. For the case \( c = 1 \) and not with a uniformly allocated resource and the case for \( c = 2 \), the CSP problem is not strongly NP-complete since there are pseudopolynomial algorithms to solve it exactly, in which the computational complexity depends on the values of edge weight in addition to the graph size [37]. The other cases are strong NP-complete problem.

For finding smallest counterexamples, we need to obtain \( k \) shortest paths subject to multiple constraints, denoted \( k \)-CSP or KMSP [52], which is NP-complete. The KMSP problem has received scant attention, where an exact solution is given in [52].

### 9 Experimentation

Smallest counterexamples may contain an excessive number of evidences, which is illustrated by the violation of \( s \models \mathcal{P}_{=0.9999}(\diamond a t_j) \) in the DTMC in Fig. 5. The smallest counterexample consists of the evidences \( s \models (u \cdot s)^0 \cdot w \cdot t, \ldots, (u \cdot s)^k \cdot w \cdot t \), where \( (u \cdot s)^i \) is a short form of traversing the loop \( s \rightarrow u \cdot s \) for \( i \) times and \( k \) is the smallest integer such that \( 1 - 0.99^{k-1} > 0.9999 \) holds. As a result, the smallest counterexample has \( k = 689 \) evidences. In fact, the large number of evidences degrades the significance of each evidence.

To illustrate that such phenomena also occur in real-life cases, we made a prototypical implementation (in Python) to enable generating counterexamples for more practical case studies. Our implementation uses the same input format as the probabilistic model checker MRMC [42]. Using the export facilities of PRISM [46], counterexamples can be generated for various case studies.

Let us report on one case study: the **synchronous leader election protocol** [36]. In this protocol, \( N \) processes are arranged in a unidirectional ring to elect a leader. For this purpose, they randomly select an identity (id, for short) to access a leader (the others, and can thus determine whether a leader (the one with the highest unique id) can be elected. If yes, the protocol terminates; if no, a new round will be started.

We intend to find a counterexample for the following formula: \( \mathcal{P}_{SP}(\diamond leader\_elected) \), where **leader\_elected** characterizes the global state of the protocol in which a leader has been selected. It is clear that a leader will be elected eventually. What interests us, is the number of evidences needed to converge to probability 1. We are especially interested in the relationship between the number of evidences and the bound \( p \) and \( R \), where \( R \) is the round number. Starting a new round means that each process reselects an id and repeats the procedure.
9.1 Experimental Results

To find the number of evidences contained in a counterexample, we used the PRISM-model of the protocol [1] and ran the counterexample generation using our implemented algorithm. The results for a fixed $N$ ($N = 4$) and varying $K$ are depicted in Fig. 6, where the $y$-axis is the accumulated probability and the $x$-axis (log-scale) is the number of evidences that are contained in a counterexample. The abrupt changes in the curves correspond to the start of a new round, i.e., a new election, in the protocol. Due to the fact that the probability of all evidences in one round is the same, the curves in Fig. 6 are actually piecewise linear if the $x$-axis were not log-scale. The curves shift more to the right when the number of evidences in one round is the same, whereas the probability of having elected a leader (Prob. mass) decreases drastically in each round, thus the probability per evidence decreases tremendously.

9.2 Mathematical Analysis

To obtain more insight into this rapid growth of the size of a counterexample, we carry out a brief combinatorial analysis. Let us first consider the number of possibilities (denoted $W(N, K)$) of putting $N$ labeled balls into $K$ labeled boxes such that each box contains at least two balls. Actually, $W(N, K)$ characterizes the number of possibilities of assigning $K$ ids to $N$ processes such that each id is assigned to more than one process, in which case a leader is not selected. $W(N, K)$ can be solved by using the “associated Stirling number of the second kind ($S_2$)” [17]:

$$W(N, K) = \min\{\lfloor N/2 \rfloor, K\}
\sum_{j=1}^{\min\{\lfloor N/2 \rfloor, K\}} S_2(N, j) \frac{K!}{(K-j)!},$$

where $S_2(N, K) = K \cdot S_2(N-1, K) + (N-1) \cdot S_2(N-2, K-1)$ indicates the number of ways to put $N$ labeled balls into $K$ unlabeled boxes. Obviously, it makes no sense to have more than $\lfloor N/2 \rfloor$ boxes or else it would be impossible to allocate all the balls in the right way. The factor $\frac{K!}{(K-j)!}$ expresses that there are $K!$ ways to permute the boxes (including the empty ones); for these empty boxes, the order does not matter, so we divide by $(K-j)!$.

The nonrecursive equation for $S_2(N, K)$ is:

$$S_2(N, K) = \frac{N!}{(N/2)!} \frac{1}{K!} \sum_{i=0}^{K} (-1)^i \binom{N}{i} \frac{K^{N-i} - W(N, K)}{j!(K-i-j)!}.$$

For each round in the leader election protocol, the number of possibilities for a process to choose an id is $K^N$. Thus, the probability that $N$ processes with $K$ ids elect a leader in round $R$, denoted by $P(N, K, R)$, is:

$$P(N, K, R) = \left(\frac{W(N, K)}{K^N}\right)^{R-1} K^N - W(N, K).$$

where $(\frac{W(N, K)}{K^N})^{R-1}$ is the probability that a leader is not elected in the first $(R-1)$ rounds and $\frac{K^N - W(N, K)}{K^N}$ indicates the probability that a leader is elected in the $R$th round.

We now calculate the probabilities of each evidence per round using (6). The model of the synchronous leader election protocol is depicted in Fig. 7. When we start a new round, there are $K^N$ possible configurations, among which in $W(N, K)$ (square states, unsuccessful) configurations no unique id will be selected. For these states, we start the next round, while, in $K^N - W(N, K)$ (round-angle states, successful) configurations, a unique id will be selected with a leader elected. Thus:

**Proposition 1.** The number of evidences that can reach the state leader elected in round $R$ is:

$$\#Evi(N, K, R) = W(N, K)^{R-1} \cdot (K^N - W(N, K)).$$

Proposition 1 shows that the number of evidences is exponential in $R$. Note that $W(N, K)$ is exponential in $N$ and $K$, which makes $\#Evi(N, K, R)$ double exponential.

The number of evidences thus grows extremely fast. This results in two problems. First, it leads to the storage problem as counterexamples may simply get too large to be kept in memory. Second, and more important, counterexamples will be incomprehensible to the user. We therefore need to find ways to reduce the number of evidences in a counterexample, and to obtain a compact and user-friendly representation. To that purpose we suggest to use regular expressions.

10 SUCCINCT COUNTEREXAMPLES

This approach is inspired by classical automata theory and is based on representing sets of paths by regular expressions.
Fig. 8. An example DTMC $\mathcal{D}$ and its automaton $A_\mathcal{D}$.

A major difference with usual regular expressions is that we need to keep track of the transition probabilities. To tackle this, we adopt the approach proposed by Dawas [20]. He uses regular expressions to represent sets of paths and calculates the exact rational value of the probability measure in DTMC model checking (provided all transition probabilities are rational). We adapt this approach to obtain compact representations of counterexamples. The main idea is to consider a counterexample as a set of probable branches (subexpressions) that go from the initial state to the goal state and to provide a function to evaluate the probability measure of those expressions. To simplify the presentation, we will assume that the DTMC at hand has a deterministic (cf. Section 4). This is a slight, though important, elimination of $s$.

Definition 14 ([20], Evaluating regular expressions). Let $\mathcal{R}(\Sigma) \rightarrow \mathbb{R}$ be defined as:

\[
val(\varepsilon) = 1 \quad val(r|r') = val(r) + val(r') \\
val((p, s)) = p \quad val(r^r) = val(r) \times val(r^r)
\]

If we limit the transition probabilities to being rational values, then exact values are obtained. It can be proven that $val(r) = P(Paths_{\min}(s, \Sigma^h a_t))$, for $h \approx \infty$ [20].

Definition 15. $r_1$ is a maximal union subexpression (MUS) of a regular expression $r$ if $r = r_1 \cup r_2$ modulo $(R_1) \cup (R_3)$, for some $r_2 \in \mathcal{R}(\Sigma)$, where:

\[
\begin{align*}
R_1 & \rightarrow r \equiv r | \varepsilon, \\
R_2 & \rightarrow r_1 | r_2 \equiv r_2 | r_1, \\
R_3 & \rightarrow (r_2 | r_3) \equiv (r_1 | r_2) | r_3.
\end{align*}
\]

$r_1$ is maximal because it is at the topmost level of a union operator. If the topmost level operator is not union, then $r_1 = r$ (cf. $R_1$). A regular expression represents a set of paths and each MUS can be regarded as a main branch from the start state to the accepting state.

Example 7. A regular expression for the automaton $A_\mathcal{D}$ in Fig. 8 (right) is:

\[
r_0 = s_1s_3s_3s_4 | s_1(s_2s_3s_3s_2)(s_5s_3s_3s_2)^s_5s_3s_3s_4.
\]

$r_1$ and $r_2$ are the MUSs of $r_0$ with $\text{val}(r_1) = 1 \times 0.3 \times \frac{1}{4!} \times 0.3 = 0.18$ and $\text{val}(r_2) = 0.82$. Note that $|r_1| = 4$ and $|r_2| = 13$; $z = s_1s_2s_3s_4$ is a word generated by $r_1$ and $|z| = 5$. We can distribute | over , in $r_2$ and obtain two more MUSs instead:

\[
r_3 = s_1s_2s_3s_3s_2^s_5s_3s_3s_4 \quad r_4 = s_1s_2s_3s_3s_2(s_5s_3s_3s_2)s_5s_3s_3s_4.
\]

$r_1$ and $r_4$ characterize all paths from $s_1$ to $s_4$, which fall into the above three branches. Note that $r_1$ cannot be written as $s_1s_3^4s_4$, since, from the full form of $r_1 = (s_1s_3)^{(0.3, s_3)(0.5, s_3)}$, the probability of the first $s_3$ is different from that of $s_3^4$.

10.3 Regular Expressions as Counterexamples

The equivalence of DFAs and regular expressions, as well as converting DFAs to regular expressions has been widely studied. Several techniques are known, e.g., the transitive closure method [44], Brzozowski’s algebraic method [14], [13], and state elimination [25], [51]. State elimination is based on removing states one by one, while labeling transitions by regular expressions. It terminates only once the start and accepting state remain; the transition connecting these states is labeled with the resulting regular expression. This technique is suitable for manual inspection.
but is less straightforward to implement. The transitive closure method gives a clear and simple implementation but tends to create rather long regular expressions. The algebraic method is elegant and generates reasonably compact regular expressions. For a more detailed comparison, see [55]. In order to obtain a minimal counterexample in an on-the-fly manner, we take the state elimination method. This allows us to stop once the value of the obtained regular expression exceeds the probability threshold. The algebraic method does not support this.

By using regular expressions for representing counterexamples, we will, instead of obtaining evidences one by one, derive a larger number of evidences at a time, which hopefully yields a quick convergence to the required probability threshold and a clear explanation of the violation. As a result, we will not insist on obtaining the smallest counterexample but instead prefer to find the branches (MUSs) with large probabilities and short length. Thus, a (good) regular expression should be

1. shorter (w.r.t. its length), to improve comprehensibility;
2. more probable, such that it is more informative and the algorithm will terminate with less MUSs;
3. minimal, where a compact counterexample is minimal if the omission of any of its MUSs would no longer result in a counterexample.

However, it has been recently proven that the size of a shortest regular expression of a given DFA cannot be efficiently approximated [28]. Therefore, it is not easy to, e.g., by state elimination, compute an optimal removal sequence for state elimination in polynomial time [32]. We could adapt the heuristics proposed in e.g. [32], [23] to get a better order to eliminate states. For 2, we could take the advantage of the KSP or HKSP algorithms as well as the model-checking results. The states on the more probable evidences should be eliminated first.

We take the following iterative strategy: In each iteration, we take the strongest evidence \( \sigma = s_0 s_1 \ldots s_t \) in the remaining automaton—recall that this amounts to an SP problem—and eliminate all of the intermediate states on \( \sigma \) (i.e., \( s_0, \ldots, s_t \)) one by one according to a recently proposed heuristic order [32]. After eliminating a state, possibly a new MUS \( r_k \), say, is created where \( k \) MUSs have been created so far, and \( \text{val}(r_k) \) can be determined. If \( \sum_{r_k} \text{val}(r_k) > p \), then the algorithm terminates. Otherwise, the transition labeled with \( r_k \) is removed from the automaton and either a new state is selected for elimination or a new evidence is to be found, cf. Algorithm 3.

### Algorithm 3: Regular expression counterexamples

**Require:** DFA \( A_D = (S, \Sigma, \delta, \delta, \{ t \}) \) and \( p \in [0, 1] \)

**Ensure:** regular expression \( r \in \mathcal{R}(\Sigma) \) with \( \text{val}(r) > p \)

1: \( A := A_D \); \( pr := 0 \); Priority queue \( q := \emptyset \); \( k := 1 \);
2: while \( pr \leq p \) do
3: \( \sigma := \) the strongest evidence in \( A \);
4: for all \( s' \in \sigma \setminus \{ s, t \} \) do \( q \).enqueue(\( s' \)); endforall;
5: while \( q \neq \emptyset \) do
6: \( A := \) eliminate(\( q \).dequeue()); \( r_k := \) the created MUS;
7: \( pr := pr + \text{val}(r_k) \); \( A := \) eliminate(\( r_k \));
8: if \( pr > p \) then break; else \( k := k + 1 \);
9: endwhile;
10: endwhile;
11: return \( r_1 | \ldots | r_k \);

Priority queue \( q \) keeps the states to be eliminated in the current iteration. The order in which states are dequeued from \( q \) is given by the heuristics in [32]. The function “eliminate(\( \cdot \))” can eliminate both states and regular expressions, where the latter simply means the deletion of the transitions labeled with the regular expression.

**Example 8.** Let us apply the algorithm on \( A_D \) of Fig. 8 and \( P_{<0.7}(\Box s_1) \). In the first iteration, \( s_0, s_1, s_2, s_3, s_4 \) is found as the strongest evidence. Assuming the order to eliminate the states by \([32]\) is \( s_5, s_2, s_1, s_3 \), we obtain the regular expression \( r_1 = s_1(s_3 s_2 s_4 s_5 s_3)\) with \( \text{val}(r_1) = 1 \). Since all states are eliminated and the threshold 0.7 is exceeded, the algorithm terminates. This expression gives a clear reason that traversing the cycle \( s_3 \) or \( s_2 s_3 s_5 \) infinitely many times causes the probability exceeding 0.7.

Let us change the elimination order to \( s_5, s_1, s_3, s_2 \). Then, the regular expression is \( r_0 = s_1(s_5 s_3 s_4) s_1(s_2(s_3 s_5 s_3 s_2)) \) and the probability is 0.18 < 0.7. The algorithm continues (i.e., eliminates \( s_2 \)) and finds more MUSs till \( r_0 \) is found. Note that \( r_0 \) is longer than \( r_5 \) and, thus, less intuitive to comprehend. The cycles \( s_3 \) and \( s_3 s_5 s_3 \) are, however, indicated.

Let us pick a less probable evidence \( s_0, s_1, s_3, s_4 \) to be eliminated in the first iteration. After eliminating \( s_4 \), the remaining expression is \( r_1 = s_1 s_3 s_4 \). Then, \( r_1 \) is removed from the automaton and the strongest evidence in the remaining automaton is \( s_0, s_1, s_2, s_5 \). After eliminating \( s_2, s_5 \), we obtain the regular expression: \( r_2 \), as in Example 7. The final regular expression is again \( r_0 \) and the analysis in the last case applies.

**Proposition 2.** The regular expression counterexample generated by Algorithm 3 is minimal.

This property immediately follows from the fact that Algorithm 3 terminates immediately once the cumulative probability exceeds the threshold. We would like to emphasize that the regular expression representation is not applicable for formulas with nested probabilistic operators, e.g., \( P_{<p}(\Box \forall p \Diamond \alpha) \). However, this is not a real constraint in practice since those formulas are rarely used. In addition, it is important to mention that the algorithm in this section not only applies to nonstrict probability bounds, but also to strict bounds as, e.g., \( P_{<p}(\Diamond < h \alpha) \).

### 10.4 Bounded Reachability

For bounded reachability formula \( \Diamond < h \alpha \), a regular expression, e.g., \( r = r_1 | r_2^h \) may not be valid because it is possible that the length of the words generated by \( r_1 \) or the expansion of \( r_2 \) exceeds \( h \). Thus, \( \text{val}(r) \) might be larger than the actual probability. In order to obtain a precise valuation, we consider constrained regular expressions.
Definition 16 (Constrained regular expressions). For \( r \in \mathcal{R}(\Sigma) \) and \( h \in \mathbb{N}_{\geq 0} \), \( \mathcal{L}(r[h]) = \{ z \in \mathcal{L}(r) \mid |z| \leq h \} \).

In fact, \( \mathcal{L}(r[h]) \subseteq \mathcal{L}(r) \) and \( r[h] \) can be expressed equivalently by a union of possible enumerations, namely \( r[h] = r(0)[r(1) \cdots r(h)], \) where \( r(i) \) denotes the set of words generated by \( r \) and having exactly \( i \) symbols. Constrained regular expressions can be obtained in the same way as presented just before, only their valuation is different.

Definition 17. For \( r \in \mathcal{R}(\Sigma) \) and \( h \in \mathbb{N}_{\geq 0} \), the function \( \text{val} \) for \( r[h] \) and \( r(h) \) is defined by:

\[
\text{val}(r[h]) = \sum_{i=0}^{h} \text{val}(r(h)),
\]

\[
\text{val}(\varepsilon(h)) = \begin{cases} 1, & \text{if } h = 0, \\ 0, & \text{o.w.}, \end{cases}
\]

\[
\text{val}((p,s)(h)) = \begin{cases} p, & \text{if } h = 1, \\ 0, & \text{o.w.}, \end{cases}
\]

\[
\text{val}(r_1r_2(h)) = \text{val}(r_1(h)) + \text{val}(r_2(h)),
\]

\[
\text{val}(r_1r_2(h)) = \sum_{i=0}^{h} \text{val}(r_1(i)) \cdot \text{val}(r_2(h-i)),
\]

\[
\text{val}(r^*(h)) = \text{val}(\varepsilon(h)) + \sum_{i=1}^{h} \text{val}(r(i)) \cdot \text{val}(r^*(h-i)).
\]

Note that the complexity of the above evaluation function is, however, very high. It remains to establish that constrained regular expressions are counterexamples for bounded until-formulas.

Theorem 12. Let \( r \) be the regular expression for DFA \( \mathcal{A}_D = (S', \Sigma, \delta, \{ t \}) \), where \( \mathcal{D} = (S, P, L) \) with initial state \( s \) and \( h \in \mathbb{N}_{\geq 0} \). Then:

\[
\text{val}(r[h]) = P(\text{Paths}_{\text{min}}^*(s, \Diamond^h \neg at_1)).
\]

10.5 Leader Election Example

We conclude this section by reconsidering the leader election protocol. For the original DTMC, the regular expression, denoted \( r(N, K) \), is:

\[
\text{start} \cdot (u_1 \cdots u_i).next.start)^*.\text{leader},
\]

where \( \text{start} \), \( \text{next} \), and \( \text{leader} \) are the obvious short forms. The regular expression lists all the unsuccessful configurations, as well as the successful ones. As a result, \( |r(N, K)| = K^{N+4} \). Compared to the number of evidences computed directly, i.e., \( \sum_{i=0}^{h} \# \text{Evi}(N, K, i) \cdot |r(N, K)| \) is much shorter, but it is still exponentially long. On the other hand, however, the structure of \( r(N, K) \) clearly indicates the reason of violation, i.e., the repeated unsuccessful configurations followed by a successful one.

Regular expression counterexamples are feasible when the excessive number of evidences are caused by traversing loops. Clearly, the number of states also affects the size of the regular expression. Thus, any model reduction prior to counterexample generation would be helpful. Two strategies may be utilized to slim down the model size, viz., bisimulation minimization and SCC minimization. Bisimulation minimization [41], [48] lumps bisimilar states and yields a typically much smaller quotient DTMC. Strongly-connected-component (SCC) minimization [50], instead, only lumps SCCs. Bisimulation minimization preserves both unbounded and bounded probabilistic reachability properties, while SCC minimization only preserves the former one.

For the leader election protocol, the regular expression counterexample in the bisimulation quotient DTMC is:

\[
r_{\sim}(N, K) = \text{start}.(u.next.start)^*.\text{leader},
\]

where \( u_1, \ldots, u_i \) are wrapped as \( u_i^{s_1} \cdots u_i^{s_j} \) as in Fig. 7. Note that \( |r_{\sim}(N, K)| = 6 \) is independent of \( N \) and \( K \). The SCC-quotient DTMC is obtained by replacing the left half of the model (an SCC) by a self-loop on the initial state. The regular expression counterexample is:

\[
r_{\text{SCC}}(N, K) = \text{start}.\text{leader},
\]

where the intuitions of the self-loop is “still unsuccessful.” Applying both techniques yield:

\[
r_{\sim}^{\text{SCC}}(N, K) = \text{start}.\text{leader}.
\]

11 Case Study—Crowds Protocol

We now illustrate our techniques on a more serious example. The Crowds protocol [56] is aimed to provide users with a mechanism for anonymous Web browsing. The main idea behind Crowds is to hide each user’s communication by routing randomly within a group of similar users. Even if a local eavesdropper or a bad group member observes a message being sent by a particular user, it can never be sure whether the user is the actual sender, or is simply routing another user’s message.

The protocol works in the following way: 1) The sender selects a crowd member at random (possibly itself), and forwards the message to it, encrypted by the corresponding pairwise key. 2) The selected router flips a biased coin. With probability \( 1 - PF \), where \( PF \) (forwarding probability) is a parameter of the system, it delivers the message directly to the destination. With probability \( PF \), it selects a crowd member at random (possibly itself) as the next router in the path, and forwards the message to it, reencrypted with the appropriate pairwise key. The next router repeats this step.

In our experiments, we assume that: 1) If a sender has been observed by the bad member twice, then it has been positively identified (Pos for short), thus the anonymity is not preserved. 2) The bad member will deliver the message with probability 1, as in [57]. This protocol is executed every time a crowd member wants to establish an anonymous connection to a Web server. We call one run of the protocol a session and denote the number of sessions by \( R \). Other parameters are the number \( N \) of good members and the number \( M \) of bad members.

We take the Crowds protocol modeled by PRISM [1] and the property is \( P_{\mathcal{S}}(\Diamond \neg \text{Pos}) \), which characterizes the
probability threshold that the original sender’s id 0 is positively identified by any of the bad members. The relation between the number of evidences and the probability threshold for different number of sessions \( R \) is shown in Fig. 9 \((N = 5, M = 1, PF = 0.8)\), both for the original DTMC and its bisimulation quotient. As one evidence in the minimized model may represent a set of evidences in the original model, given the same number of evidences, the cumulative probability in the minimized model is higher than that in the original model. This is illustrated in Fig. 9 by the fact that the curves for the minimized model are above the ones for the original model. It also holds that the larger the round number we allow, the larger the cumulative probability is, as the smaller round case is subsumed in the larger round case. For instance, in the case of \( R = 2\), only consecutively sending to two bad members causes a \( Pos \) (shortly as \( BB \)); whereas in the case of \( R = 3\), besides \( BB \), there are two more situations that causes \( Pos \), viz. \( GBB \) and \( BGB \) (\( G \) represents sending to a good member). This also explains why the curves overlap in the beginning of the \( x \)-axis.

We choose a configuration with a small state space \((N = 2, M = 1, R = 2, \text{ and } PF = 0.8)\) as this suffices to illustrate the algorithm. Bisimulation minimization reduces the state space from 77 to 34; cf. the quotient DTMC in Fig. 10. To make the figure comprehensible, sequences of states with probability 1 are depicted by a square state. States \( i, G, B, Del, Pos \) represent initiating a new session, sending a message to a Good member, to a Bad member, a message being Delivered, a Positive result obtained, respectively. \( G0 \) and \( G1 \) are the two good members, where \( G0 \) is assumed always to be the original sender when a new session starts. \( G0 \vee G1 \) is a lumped state where either \( G0 \) or \( G1 \) is reached. The subscripts \( a,b, \ldots \) are to distinguish the states in similar situations. Since the goal state \( Pos \) can be reached by only the gray states, the regular expression (thus the automaton) only depends on those states. Note that \( Del_a \) and \( Del_b \) denote the end of the first session, while \( Del_c \) and \( Del_b \) denote the end of the second. Only the case that two messages are both delivered by the bad member indicates a positive identification of the sender.

An intermediate automaton (see Fig. 11) can be derived after eliminating some states. The start state \( \hat{s} \) of the automaton is also omitted. This shows the basic structure of the model: \( i_a \) and \( i_c \) are the starting points of two sessions. The horizontal transitions indicate the observation of the good members, whereas in the case \( G \), the bad member, which lead to \( Pos \). In each session, a message can be forwarded to \( G0 \) or \( G1 \) many times (captured by the self-loops). Once a message is delivered, a new session is assumed to be started (the transitions back to \( i_a \) and \( i_c \)). Thus, a regular expression that can be generated from the automaton is \( r = r_0 r_1 r_2 r_3 r_4 \), where:

\[
\begin{align*}
 r_0 &= (1, i_b), \\
 r_1 &= (0.667, G_a)(0.267, G1_a.Gb.Ga) (0.4, G0_b,i_c), \\
 r_2 &= (0.333, B_a.Del_b.i_c), \\
 r_3 &= (0.667, G_d)(0.267, G1_b.Gc.Gd) (0.4, G0_b, i_c), \\
 r_4 &= (0.333, B_b.Del_d.Pos).
\end{align*}
\]

If we omit the probabilities and the subscripts and merge the stuttering steps \( G \), then we obtain:

\[
\begin{align*}
 r' &= i ((G_1.G_0) \cdot (B.Del_i). (G_1.G_0) \cdot B) \\
 \text{which is highly compact and informative in the sense that it} \end{align*}
\]

indicates the observation of the bad members twice with arbitrary number of observing the good members. \( r' \) can be
further compacted if the SCCs are identified and replaced by self-loops. In this case, \( r'' = i \cdot i^*(B \cdot Del \cdot i) \cdot i^* \cdot B \).

The probability of \( r \) is \( val(r) = 0.274 \), which coincides with the model checking result. These probabilities depend, among others, on the parameters of the protocol (\( N, M, R, PF \), etc.). For instance, the probability of the strongest evidence is \( \left( \frac{M}{N} \right)^{R^2} = \left( \frac{3}{2} \right)^2 = \frac{9}{4} \), which loops 0 times at \( r_1 \) and \( r_2 \). The probability of \( r_2 \) and \( r_1 \) is \( a = \frac{1}{11} \), where \( a \) is the probability of the inner loop: \( \frac{1}{N+M} \cdot PF \cdot (1 - \frac{M}{N+M}) = 0.267 \), as is shown in the intermediate automaton. Note that this closed-form expression can now be used for arbitrary parameter values.

<table>
<thead>
<tr>
<th>counterexample problem</th>
<th>SP problem</th>
<th>algorithm</th>
<th>time complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE (U)</td>
<td>SP</td>
<td>Dijkstra</td>
<td>( O(n + \log n) )</td>
</tr>
<tr>
<td>SE (U'\cap B)</td>
<td>HSP</td>
<td>BF/Viterbi</td>
<td>( O(mn) )</td>
</tr>
<tr>
<td>SC (U)</td>
<td>KSP</td>
<td>Eppestein</td>
<td>( O(mn + \log n + k) )</td>
</tr>
<tr>
<td>SC (U'\cap B)</td>
<td>HKSP</td>
<td>Adapted REA</td>
<td>( O(hm + hkl \log(m/n)) )</td>
</tr>
</tbody>
</table>

### 12 Conclusion

In this paper, we have provided the theoretical and algorithmic foundations for counterexample generation in probabilistic model checking, in particular for discrete-time Markov chains. One of the key principles has been the casting of the concepts of strongest evidence and smallest counterexample as (variants of) shortest path (SP) problems. This enabled the use of efficient and well-studied graph algorithms for counterexample generation.

It has been shown in detail which algorithms can be applied when checking properties with (nonstrict) probability upper bounds. These algorithms are central to counterexample generation for PCTL, both for upper and lower probability bounds. All cases can be treated by standard SP algorithms or small amendments thereof. An overview of the main cases is given in Table 1, where \( n, m \) are the number of states and transitions in the Markov chain, \( h \) is the hop bound, and \( k \) is the number of shortest paths. Generating strongest evidences and smallest counterexamples for reward extensions of Markov chains is NP-complete.

A second main contribution is an algorithm to generate regular expressions that can act as (rather compact) counterexamples.

The results in this paper are applicable to LTL model checking, as LTL model checking of DTMCs reduces to probabilistic reachability. In addition, the results are useful for MDP model checking: When a state refutes a property, the maximal reachability probability never exceeds such as the maximal reachability probability never exceeds a bound \( p \), say, a memoryless policy is obtained that yields this violation. Applying our algorithms to the Markov chain induced by this policy provides useful diagnostic feedback.

In fact, this strategy has recently been adopted in probabilistic CEGAR for MDPs [35]. Other applications include CTMC counterexample generation [31] and counterexample generation for cPCTL [8]. Recently, Andrés et al. [7] have applied SCC minimization to counterexample generation for MDPs. We foresee that applying the CEGAR-framework to other abstraction techniques, such as [43], [47], may also profit from the results in this paper.
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