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I. INTRODUCTION

We consider probabilistic programs of the form

\[ C \rightarrow x = \text{expr} \mid C \mid \text{if } (\xi) \{C\} \text{else } \{C\} \mid \text{while } (\xi) \{C\}, \]

where \( \xi \) is a probabilistic guard which behaves as follows: Let \( \Sigma \) denote the set of program states, i.e. mappings from program variables to valuations. If the computation is currently in a state \( \sigma \in \Sigma \) then \( \xi \) evaluates to true with probability \( \mu(\xi)(\sigma) \) and to false with probability \( 1 - \mu(\xi)(\sigma) = \mu(\neg \xi)(\sigma) \). For example, the probabilistic guard

\[ x \text{ is even} \cdot (\frac{2}{3}\text{(true)} + \frac{1}{3}\text{(false)}) + x \text{ is odd} \cdot \text{(false)} \]
evaluates to false with probability \( \frac{1}{3} \) if in the current program state \( x \) is even and likewise with probability \( \frac{1}{2} \) if \( x \) is odd.

Given a program \( C \), a random variable \( f \) mapping program states to reals, and an initial state \( \sigma \), we are now interested in the following question: What is the expected value of \( f \) after termination of \( C \) on input \( \sigma \)? This expected value is referred to as the pre–expectation of \( C \) with respect to post–expectation \( f \). For example, what is the pre–expectation of

\[ C_{\text{geo}} \triangleright \text{while } (1/2 \text{(true)} + 1/2 \text{(false)}) \{x := x + 1\} \]

with respect to post–expectation \( f = x? \) The answer is \( x + 1 \), since \( C_{\text{geo}} \) terminates with probability \( 1 \) and the execution of \( C_{\text{geo}} \) increases \( x \) on average by \( 1 \).

If we stay in the realm of non–negative expectations, i.e. random variables \( f \in \mathbb{E}_{\geq 0} \) which behaves as follows: For example, what is the pre–expectation of \( C_{\text{geo}} \) with respect to post–expectation \( f = x? \) The answer is \( x + 1 \), since \( C_{\text{geo}} \) terminates with probability \( 1 \) and the execution of \( C_{\text{geo}} \) increases \( x \) on average by \( 1 \).

If we stay in the realm of non–negative expectations, i.e. random variables \( f \in \mathbb{E}_{\geq 0} := \{f \mid f : \Sigma \rightarrow \mathbb{R}_{\geq 0} \cup \{\infty\}\} \), the situation is fairly well understood, e.g. by means of the weakest pre–expectation calculus [1], [2], [3], [4]. It gives a meaning to each program \( C \) by means of a transformer \( \mathbb{wp}[C] : \mathbb{E}_{\geq 0} \rightarrow \mathbb{E}_{\geq 0} \) that maps any post–expectation \( f \in \mathbb{E}_{\geq 0} \) to a pre–expectation \( \mathbb{wp}[C](f) \in \mathbb{E}_{\geq 0} \), such that

\[ \forall \sigma \in \Sigma : \mathbb{wp}[C](f)(\sigma) = E_{\mu_C(C)}(f), \]

where \( E_{\mu}(h) \) denotes the expected value of random variable \( h \) with respect to distribution \( \mu \) and \( \mu_C(C)(\sigma) \) denotes the distribution obtained by executing program \( C \) on input \( \sigma \). Hence \( \mathbb{wp}[C](f)(\sigma) \) is the expected value of \( f \) after termination of program \( C \) executed on input \( \sigma \).

What happens, however, if we drop the requirement of \( f \) being non–negative? Suppose we want to reason about \( C_{\text{geo}} \) with respect to post–expectation \( f = (-2)^x/x. \) Is \( \mathbb{wp}[x := 1; C_{\text{geo}}](f) \) well–defined in that case? Intuitively, the pre–expectation is given by the series

\[ -1 + \frac{1}{2} - \frac{1}{3} + \frac{1}{4} - \frac{1}{5} + \frac{1}{6} - \frac{1}{7} + \ldots = -\ln(2). \]

The problem with this series is that—though it converges—it does not converge absolutely and thus—as a consequence of the well–known Riemann Series Theorem [4]—by reordering of the summands we can make the above series converge to any real value or even make it tend to \( +\infty \) or \( -\infty \). For representing expected values, however, the ordering of the summands should not matter as there is no natural ordering in which the mass of an expected value should be accumulated. For that reason, the expected value of a mixed–sign random variable \( f \) should exist if and only if \( f \) is integrable, i.e. if and only if the expected value of \( |f| \) is finite. We therefore propose a weakest pre–expectation semantics that internally keeps track of the integrability of \( f \), while still being well–defined for any program with respect to any mixed–sign post–expectation \( f \).

II. OUR PROPOSAL

A. Integrability Witnessing Expectations

To keep track of the integrability of expectations, we accompany each mixed–sign expectation \( f \in \mathbb{E} := \{f \mid f : \Sigma \rightarrow \mathbb{R}\} \) with a non–negative expectation \( g \in \mathbb{E}_{\geq 0} \), such that \( |f| \leq g \). We call such a pair \((f, g)\) an integrability witnessing pair.

The intuition behind an integrability witnessing pair \((f, g)\) is the following: If \( \mathbb{wp}[C](g)(\sigma) < \infty \), then the pre–expectation of \( C \) in \( \sigma \) with respect to \( f \in \mathbb{E} \) should exist as \( f \) is integrable with respect to distribution \( ||\ ||(\sigma) \). If, however, \( \mathbb{wp}[C](g)(\sigma) = \infty \) then we should not care about the pre–expectation of \( C \) in \( \sigma \) with respect to \( f \) since it should not be defined because in that case \( f \) is not integrable. This intuition leads to a quasi–order \( \preceq \) on integrability witnessing expectations given by \((f, g) \preceq (f', g')\) iff for all \( \sigma \in \Sigma, \)

\[ g'(\sigma) \neq \infty \text{ implies } f(\sigma) \leq f'(\sigma) \text{ and } g(\sigma) \leq g'(\sigma). \]

Notice that, indeed, \( \preceq \) is not a partial order as it is not antisymmetric: we can have two integrability witnessing pairs \((f, g) \neq (f', g')\) with \((f, g) \preceq (f', g')\) and \((f, g) \succeq (f', g')\). This is the case if for some state \( \sigma \in \Sigma \) we have \( g(\sigma) = \infty = g'(\sigma) \), but \( f(\sigma) \neq f'(\sigma) \).

On the other hand, two integrability witnessing pairs \((f, g)\) and \((f', g')\), for which \( f(\sigma) \neq f'(\sigma) \) holds only for those states in which \( g(\sigma) = \infty = g'(\sigma) \), should really be
considered equivalent, even though they are not equal. This is because for states $\sigma$ in which $g(\sigma) = \infty = g'(\sigma)$, the evaluations of $f(\sigma)$ and $f'(\sigma)$ should be irrelevant since integrability is not ensured. Consequently, we need a notion of equivalence of integrability witnessing pairs, given by $\approx = \preceq \cap \succeq$. We denote the $\preceq$-equivalence class of an integrability witnessing pair $(f, g)$ by $\bar{f} g$ and call such an equivalence class an integrability witnessing expectation. We denote by $\bar{\mathbb{E}}$ the set of integrability witnessing expectations.

There is a canonical [? ] partial order $\sqsubseteq$ on $\bar{\mathbb{E}}$ given by $\bar{\ell}_1, g_1 \sqsubseteq \bar{\ell}_2, g_2$ iff $(f_1, g_1) \sqsubseteq (f_2, g_2)$. For an intuitive interpretation of this partial order, we note that if $(f_1, g_1) \sqsubseteq (f_2, g_2)$ holds, then we have $f_1(\sigma) = f_2(\sigma) = f_2(\sigma)$ for all $(f_1, g_1) \in (f_2, g_2)$, and all states in which $g_2(\sigma) \neq \infty$ holds. Thus if integrability in $\sigma$ is ensured, the first components compare in $\sigma$, which is the comparison we are mainly interested in.

The partial order $\sqsubseteq$ on $\bar{\mathbb{E}}$ expectations is complete in the sense that every non-empty subset has a supremum. However, $\bar{\mathbb{E}}$ has no least element; in particular $\{0, 0\}$ is not a least element of $\bar{\mathbb{E}}$. This fact prevents us from applying the Kleene Fixed Point Theorem to ensure existence of least fixed points for defining a $wp$-calculus on $\bar{\mathbb{E}}$.

### B. Mixed-Sign Weakest Pre-Expectations

We now propose a weakest pre-expectation transformer $wp[C] : \bar{\mathbb{E}} \rightarrow \bar{\mathbb{E}}$ defined compositionally by induction on the structure of $C$, see Table I. Let us shortly go over these definitions: $wp[x := E] f, g$ takes a representative $(f, g) \in \bar{\mathbb{E}}$, performs the assignment $x := E$ on both components to obtain $(f[x/E], g[x/E])$ and then returns the following composition $\bar{\ell} f [x/E], g [x/E]$. Notice that assignments preserve $\preceq$-equivalence, so doing the update on the representative is a sound and sufficient course of action.

We define $\bar{\mathbb{E}}$ expectations $wp[C]$ of the program $C$ by applying $wp[C_1]$ to the intermediate integrability witnessing expectation obtained from $wp[C_2](f, g)$.

### Definitions for $wp[f | x := expr|] \colon \bar{\mathbb{E}} \rightarrow \bar{\mathbb{E}}$

where $\sigma[x \rightarrow \sigma(expr)]$ denotes $\lambda \sigma \cdot f(\sigma[x \rightarrow \sigma(expr)])$, where $\sigma[x \rightarrow \sigma(expr)]$ is the program state obtained by updating in $\sigma$ the value of $x$ to $\sigma(expr)$. For the definition of while, $c^S F_{(f, g)}^{(X, Y)}$ denotes applying $c^S F_{(f, g)}$ $n$-fold to its argument.

### Table I

<table>
<thead>
<tr>
<th>$C$</th>
<th>$wp[C](f, g)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x := expr$</td>
<td>$\bar{\ell} f [x/expr], g [x/expr]$</td>
</tr>
<tr>
<td>$C_1; C_2$</td>
<td>$wp[C_1] wp[C_2] (f, g)$</td>
</tr>
<tr>
<td>if($\xi$) ${C_1} else {C_2}$</td>
<td>$\bar{\xi} - wp[C_1](f, g) + \bar{\xi} wp[C_2](f, g)$</td>
</tr>
<tr>
<td>while($\xi$) ${C}$</td>
<td>$\lim_{n \rightarrow \omega} c^S F_{(f, g)}^{(X, Y)} (0, 0)$</td>
</tr>
</tbody>
</table>

$c^S F_{(f, g)}^{(X, Y)} (X, Y) = [-\bar{\xi}] \cdot (f, g) + [\bar{\xi}] \cdot wp[C](X, Y)$