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Probabilistic programs [1] are imperative sequential programs with the ability to toss a biased coin and proceed their computations depending on the outcome of the coin toss. They are used in security to describe cryptographic constructions (such as randomized encryption) and security experiments [2], in machine learning to describe distribution functions that are analyzed using Bayesian inference [3], and in randomized algorithms. They are typically just a small number of lines, but hard to understand and analyze, let alone algorithmically. We consider two major analysis problems for probabilistic programs:

1. Computing expected outcomes: Is the expected outcome of a program (variable) smaller, equal, or larger than a given rational number?
2. Deciding (positive) almost–sure termination [4]: Does a program terminate with probability one (in an expected finite number of computation steps)?

Regarding almost–sure termination, the majority of the literature does either not consider the hardness of the problem or states that it must be somewhat harder to decide than the classical termination problem, as arithmetical instead of topological reasoning is needed (see e.g. [5, 6]).

In our work, we strive to give a precise classification of the computational and arithmetical complexity of solving the aforementioned analysis problems. Most of the results summarized here together with proofs can be found in [7].

Preliminaries: Our classifications will be in terms of levels in the arithmetical hierarchy [8]—a concept which we first briefly recall: For any \( n \in \mathbb{N} \) the class \( \Sigma^0_n \) is defined as \( \Sigma^0_n = \{ A \mid A = \{ x \mid \exists y_1 \forall y_2 \exists y_3 \cdots \exists \forall y_n : (x, y_1, y_2, y_3, \ldots, y_n) \in R \} \}, \ R \) is a decidable relation \}, the class \( \Pi^0_n \) is defined as \( \Pi^0_n = \{ A \mid A = \{ x \mid \forall y_1 \exists y_2 \forall y_3 \cdots \exists \forall y_n : (x, y_1, y_2, y_3, \ldots, y_n) \in R \} \}, \ R \) is a decidable relation \}, and the class \( \Delta^0_n \) is defined as \( \Delta^0_n = \Sigma^0_n \cap \Pi^0_n \). We implicitly always quantify over \( Q^+ \) and by the boldface \( x \)'s we mean tuples over \( Q^+ \). In a formula, multiple consecutive quantifiers of the same type can be contracted to one quantifier of that type, so \( n \) really refers to the number of quantifier
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alternations} rather than to the number of quantifiers actually used in a formula. A set $A$ is called arithmetical, iff $A \in \Gamma^0_n$, for some $n \in \mathbb{N}$. The arithmetical sets form a strict hierarchy, i.e. $\Delta_n^0 \subseteq \Sigma_n^0 \subseteq \Pi_n^0 \subseteq \Delta_{n+1}^0$ for all $n \geq 1$. We have that $\Sigma_n^0 = \Pi_n^0 = \Delta_n^0$ is precisely the class of decidable sets and $\Sigma_n^0$ is precisely the class of recursively enumerable sets.

Next we recall the concept of many–one reducibility and the concept of completeness [8]: Let $A, B$ be arithmetical sets and let $X$ be some appropriate universe, such that $A, B \subseteq X$. $B$ is called many–one–reducible to $A$, denoted $B \leq_m A$, iff there exists a computable function $f$: $X \rightarrow X$, such that $\forall x \in X : (x \in B \iff f(x) \in A)$. Intuitively this means that it is computationally at least as hard to solve problem $A$ as it is to solve problem $B$. $A$ is called $\Gamma^0_n$–complete, for $\Gamma \in \{ \Sigma, \Pi, \Delta \}$, iff both $A \in \Gamma^0_n$ and $A$ is $\Gamma^0_n$–hard, meaning $B \leq_m A$, for any set $B \in \Gamma^0_n$. The universal halting problem (does a classical, i.e. non–probabilistic, program terminate on any given input?), denoted $\overline{UH}$, for instance, is $\Pi^0_2$–complete whereas its complement, denoted $\overline{\overline{UH}}$, is $\Sigma^0_2$–complete [9].

Notice that if $B$ is $\Gamma^0_n$–complete and $B \leq_m A$ then $A$ is $\Gamma^0_n$–hard. Another important fact about $\Sigma^0_n$– and $\Pi^0_n$–complete sets is that they are in some sense the most complicated sets in $\Sigma^0_n$ and $\Pi^0_n$, respectively. Formally, this can be expressed as follows: If $A$ is $\Sigma^0_n$–complete, then $A \in \Sigma^0_n \setminus \Pi^0_n$. Analogously if $A$ is $\Pi^0_n$–complete, then $A \in \Pi^0_n \setminus \Sigma^0_n$. This implies in particular that if $A$ is $\Sigma^0_n$–complete or $\Pi^0_n$–complete then $A \notin \Delta^0_n$.

**Probabilistic Programs**: We study analysis problems for pGCL–like probabilistic programs à la McIver & Morgan [10]—an extension of Dijkstra’s GCL programs [11]. If $v$ stands for a program variable, $e$ for an arithmetical expression over program variables, and $p \in [0, 1] \subset \mathbb{Q}$ for a probability, then the programs that we consider adhere to the following grammar:

$$P \rightarrow v := e \mid P; P \mid \{ P \} [p] \{ P \} \mid \text{WHILE} (b) \{ P \}$$

While assignment, concatenation, and the while–loop are classical programming language constructs, the command $\{ P_1 \} [p] \{ P_2 \}$ represents a probabilistic choice between the two programs $P_1$ and $P_2$. With probability $p$ the program $P_1$ is executed, while with probability $1 - p$ the program $P_2$ is executed. While classical programs upon termination yield a variable valuation, probabilistic programs instead yield a subdistribution over variable valuations where the missing probability mass is the probability of non–termination. For example, the program

$$x := 0; \{ c := 0 \} \begin{cases} \frac{1}{2} \{ c := 1 \} \end{cases}; \text{WHILE} (c=1) \{ x := x+1; \{ c := 0 \} \begin{cases} \frac{1}{2} \{ c := 1 \} \end{cases} \}$$

terminates with probability 1 and establishes for $c$ the valuation 0 with probability 1 and for $x$ a geometric distribution over the valuations 0, 1, 2, ...
program, for instance, the expected outcome of \( x \) is 1 as \( \frac{1}{2} \cdot 0 + \frac{1}{2} \cdot 1 + \frac{1}{8} \cdot 2 + \cdots = 1 \).

Formally, the expected outcome of a variable \( v \) after executing the program \( P \) starting with variable valuation \( \eta \), denoted \( E_{P,\eta}(v) \), can be expressed by

\[
E_{P,\eta}(v) = \sum_{i=1}^{\infty} \sum_{j=0}^{\infty} W(P, \eta, v, i, h(j)),
\]

where \( W \) is a computable function that simulates the program \( P \) on \( \eta \) for \( i \) computation steps while resolving all probabilistic choices that occur during simulation according to a sequence \( h(j) \in \{L, R\}^* \) which encodes whether to take the Left or the Right branch when the simulation encounters a probabilistic choice. Note that a computable enumeration \( h \) of all words over \( \{L, R\} \) exists. If \( P \) terminates after exactly \( i \) computation steps with exactly \( |h(j)| \) probabilistic choices, then \( W \) returns the resulting valuation of the variable \( v \) multiplied with the probability with which the probabilistic choices encoded in \( h(j) \) would have been made, otherwise 0. Such a function \( W \) can be obtained by a slight adaption of the Kleene Normal Form Theorem to probabilistic programs [12].

With the above formula we sum over all possible execution steps and all possible resolutions of the probabilistic choices and sum up all resulting valuations of \( v \) weighted with their according probabilities.

For approximations of expected outcomes from below, we define the set \( \mathcal{L}_\text{EXP} \) by \((P, \eta, v, q) \in \mathcal{L}_\text{EXP} \) iff \( q < E_{P,\eta}(v) \). A tuple \((P, \eta, v, q)\) is in \( \mathcal{L}_\text{EXP} \) if the expected outcome of variable \( v \) after executing \( P \) starting in \( \eta \) is strictly larger than the rational \( q \). This set can be defined by a \( \Sigma^0_1 \)–formula, namely

\[
(P, \eta, v, q) \in \mathcal{L}_\text{EXP} \iff \exists i \exists j: q < \sum_{i=1}^{i} \sum_{j=0}^{j} W(P, \eta, v, i, h(j)),
\]

and is therefore recursively enumerable. This means that arbitrarily close rational approximations from below can effectively be enumerated.

For approximations from above the set \( \mathcal{R}_\text{EXP} \) is defined by \((P, \eta, v, q) \in \mathcal{R}_\text{EXP} \) iff \( q > E_{P,\eta}(v) \). If \( \mathcal{R}_\text{EXP} \) was recursively enumerable, arbitrarily close rational approximations from below and from above could effectively be enumerated and expected outcomes would therefore fall into the class of computable reals. We can, however, prove that \( \mathcal{R}_\text{EXP} \) is not only in \( \Sigma^0_2 \), defined by

\[
(P, \eta, v, q) \in \mathcal{R}_\text{EXP} \iff \exists \delta \forall i \forall j: q - \delta > \sum_{i=1}^{i} \sum_{j=0}^{j} W(P, \eta, v, i, h(j)),
\]

but is also \( \Sigma^0_2 \)–complete. We can prove the \( \Sigma^0_2 \)–hardness of \( \mathcal{R}_\text{EXP} \) by showing \( \overline{\mathcal{H}} \leq_m \mathcal{R}_\text{EXP} \). The set \( \mathcal{R}_\text{EXP} \) would be recursively enumerable, if there was access to an oracle for the halting problem (does a classical program halt on a certain fixed input?) [8].

Deciding whether some rational \( q \) equals the expected outcome of \( v \) is even harder: The according set, denoted \( \mathcal{E}_\text{XP} \), is defined as \((P, \eta, v, q) \in \mathcal{E}_\text{XP} \) iff
\( q = E_{P,\eta}(v) \). This set is in \( \Pi_2^0 \). To see this, consider that \((P, \eta, v, q) \in \mathcal{E}_\mathcal{X}\mathcal{P}\) means that both \((P, \eta, v, q) \notin \mathcal{L}_\mathcal{E}_\mathcal{X}_\mathcal{P}\) and \((P, \eta, v, q) \notin \mathcal{R}_\mathcal{E}_\mathcal{X}_\mathcal{P}\). By negating the defining formulas for \( \mathcal{L}_\mathcal{E}_\mathcal{X}_\mathcal{P}\) and \( \mathcal{R}_\mathcal{E}_\mathcal{X}_\mathcal{P}\) we obtain a \( \Pi_2^0 \)– and a \( \Pi_2^0 \)– formula, respectively. The conjunction of these two formulas gives a \( \Pi_2^0 \)–formula defining \( \mathcal{E}_\mathcal{X}_\mathcal{P}\). By showing \( U \mathcal{H} \leq_m \mathcal{E}_\mathcal{X}_\mathcal{P}\) we can also prove the \( \Pi_2^0 \)–hardness of \( \mathcal{E}_\mathcal{X}_\mathcal{P}\) and therefore we can establish that \( \mathcal{E}_\mathcal{X}_\mathcal{P}\) is \( \Pi_2^0 \)–complete. This means that determining exact expected outcomes is not semi–decidable, even if there was access to an oracle for the halting problem.

**Almost–Sure Termination:** The probability that \( P \) terminates on input \( \eta \), denoted \( \Pr_{P,\eta}(\downarrow) \), can be expressed by

\[
\Pr_{P,\eta}(\downarrow) = \sum_{i=1}^{\infty} \sum_{j=0}^{\infty} T(P, \eta, i, h(j)),
\]

where \( T \) is a computable function similar to \( W \), but instead of returning a variable valuation multiplied with the probability of the probabilistic choices encoded in \( h(j) \), \( T \) returns only those probabilities. We say that a program \( P \) terminates almost–surely on input \( \eta \) iff \( \Pr_{P,\eta}(\downarrow) = 1 \). The according set, denoted \( \mathcal{A}_\mathcal{S}_\mathcal{T} \), is defined as \((P, \eta) \in \mathcal{A}_\mathcal{S}_\mathcal{T} \) iff \( \Pr_{P,\eta}(\downarrow) = 1 \). By showing \( \mathcal{A}_\mathcal{S}_\mathcal{T} \leq_m \mathcal{E}_\mathcal{X}_\mathcal{P} \) we can prove that \( \mathcal{A}_\mathcal{S}_\mathcal{T} \in \Pi_2^0 \) and by showing \( U \mathcal{H} \leq_m \mathcal{A}_\mathcal{S}_\mathcal{T} \) we can establish that \( \mathcal{A}_\mathcal{S}_\mathcal{T} \) is also \( \Pi_2^0 \)–hard. Furthermore, we can express \( \mathcal{A}_\mathcal{S}_\mathcal{T} \) using \( \mathcal{A}_\mathcal{S}_\mathcal{T} \), namely by

\[
P \in \mathcal{U}_\mathcal{A}_\mathcal{S}_\mathcal{T} \iff \forall \eta: (P, \eta) \in \mathcal{A}_\mathcal{S}_\mathcal{T},
\]

thus \( \mathcal{U}_\mathcal{A}_\mathcal{S}_\mathcal{T} \) is in the universal closure of \( \mathcal{A}_\mathcal{S}_\mathcal{T} \). As \( \Pi_2^0 \) is closed under universal quantification for any \( n \geq 1 \) and \( \mathcal{A}_\mathcal{S}_\mathcal{T} \in \Pi_2^0 \), we have that \( \mathcal{U}_\mathcal{A}_\mathcal{S}_\mathcal{T} \in \Pi_2^0 \) and hence \( \mathcal{U}_\mathcal{A}_\mathcal{S}_\mathcal{T} \) is also \( \Pi_2^0 \)–complete.

**Positive Almost–Sure Termination:** Along the lines of [13], we can express the expected termination time of \( P \) on input \( \eta \), denoted \( E_{P,\eta}(\downarrow) \), by

\[
E_{P,\eta}(\downarrow) = \sum_{k=1}^{\infty} \left( 1 - \sum_{i=1}^{k-1} \sum_{j=0}^{k-1} T(P, \eta, i, h(j)) \right).
\]

We say that a program \( P \) terminates positively almost–surely on input \( \eta \) iff \( E_{P,\eta}(\downarrow) < \infty \), i.e. the expected number of steps until termination is finite. The according set, denoted \( \mathcal{P}_\mathcal{A}_\mathcal{S}_\mathcal{T} \), is defined as \((P, \eta) \in \mathcal{P}_\mathcal{A}_\mathcal{S}_\mathcal{T} \) iff \( E_{P,\eta}(\downarrow) < \infty \). Notice that if the expected number of steps until termination is finite, then the
program also terminates almost–surely. However, there exist programs that do terminate almost–surely but not positively, i.e. we have that \( \mathcal{PAST} \subseteq \mathcal{AST} \). \( \mathcal{PAST} \) is computationally more benign than \( \mathcal{AST} \), as it can be defined by

\[
(P, \eta) \in \mathcal{PAST} \iff \exists \ c \ \forall \ k : \sum_{k=1}^{k} \left( \sum_{i=1}^{k-1} \sum_{j=0}^{k-1} T(P, \eta, i, h(j)) \right) < c,
\]

and we thus have \( \mathcal{PAST} \in \Sigma^0_2 \). We can furthermore show \( \mathcal{PH} \leq \mathcal{PAST} \) and therefore establish that \( \mathcal{PAST} \) is \( \Sigma^0_2 \)–complete. The result of this reduction is somewhat counterintuitive as each classical program that does not terminate on some input is transformed by a computable function \( f \) into a probabilistic program that does terminate in an expected finite amount of steps, whereas the same \( f \) transforms a program that does terminate on all inputs into a program that does not terminate in an expected finite amount of steps.

The set corresponding to the universal version of \( \mathcal{PAST} \), denoted \( \mathcal{UPAST} \), is defined by \( P \in \mathcal{UPAST} \) iff \( \forall \eta : (P, \eta) \in \mathcal{PAST} \). As the universal closure of a set in \( \Sigma^0_n \) is in \( \Pi^0_{n+1} \) for any \( n \geq 1 \) and \( \mathcal{PAST} \in \Sigma^0_2 \), we have that \( \mathcal{UPAST} \in \Pi^0_3 \). Furthermore consider the \( \Pi^0_3 \)–complete set \( COF \) of classical programs defined by \( P \in COF \) iff \( P \) does not terminate on infinitely many inputs [9]. By showing \( COF \leq_m \mathcal{UPAST} \), we can prove the \( \Pi^0_3 \)–completeness of \( \mathcal{UPAST} \) and thus \( \mathcal{UPAST} \) is even harder to solve than \( \mathcal{AST} \).
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